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CIF is a declarative modeling language for the specification of discrete event,
timed, and hybrid systems as a collection of synchronizing automata. The CIF
tooling supports the entire development process of controllers, including among
others specification, supervisory controller synthesis, simulation-based
validation and visualization, verification, real-time testing, and code generation.
Combined they enable a synthesis-based engineering approach to efficiently and
cost-effectively design and implement high-quality controllers.

CIF is one of the tools of the Eclipse ESCET™ project. Visit the project website for downloads,
installation instructions, source code, general tool usage information, information on how to
contribute, and more.

The documentation consists of:

» CIF synthesis-based engineering manual
* CIF language tutorial

» CIF language reference manual

* CIF tool manual

* CIF examples

* CIF release notes

* CIF developers manual

 CIF history (and why it’s called 'CIF’)

* Legal information

A screenshot showing a CIF model and simulation:


https://eclipse.dev/escet/v8.0-M1
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Chapter 1. Synthesis-based engineering

CIF supports synthesis-based engineering (SBE), an engineering approach to design and implement
supervisory controllers. The engineering approach combines model-based engineering with
computer-aided design to produce correct-by-construction controllers. It does so by automating as
many steps as possible in the development process.

Supervisory controller synthesis is a main element of synthesis-based engineering, and a key
feature of CIF. It involves the automatic generation of supervisory controller models.
Implementation of the controller is achieved through (implementation language) code generation,
improving speed and reducing the number of errors introduced at this stage. Combined, they allow
engineers to focus on what the controller should do, rather than how it should do it, and how this is
to be implemented.

Synthesis-based engineering has many more benefits. As the engineering approach uses well-
defined models, designs can be discussed, analyzed, model-checked, or simulated. That allows
finding and correcting issues early in the development process, rather than during later stages
where correcting them is more costly. It also supports a comprehensive modular design and
efficient incremental engineering. Ultimately, this reduces development time and improves the
quality of the resulting supervisory controllers.

Supervisory controllers

Explains what supervisory controllers are, in what types of systems you can find them, and
where they are located within such systems.

Engineering approaches for supervisory controller development

Discusses synthesis-based engineering of supervisory controllers, its benefits, and its relation to
other engineering approaches.

Synthesis-based engineering example

Demonstrates the value of synthesis-based engineering through an example.

Synthesis-based engineering in practice

Explains concretely how to use the CIF language and toolset to apply synthesis-based
engineering of supervisory controllers.

Challenges in applying synthesis-based engineering

Explains the challenges of embedding a synthesis-based engineering approach into industrial
practice.

To learn how to use SBE, you can also follow the Eclipse ESCET online SBE course.

1.1. Supervisory controllers


https://eclipse.dev/escet/v8.0-M1/sbe-course/

Automated systems are all around us. For instance, hospitals use X-ray and MRI systems, industrial
printers print books and magazines, lithography systems are essential for the production of
computer chips, and waterway locks bring ships from one water level to another. In today’s digital
age, all these systems contain software that controls their operation. Such systems are often called
cyber-physical systems, for the physical part that consists of the hardware components being
controlled, and the cyber part that contains the software that controls those physical parts.

Today’s cyber-physical systems are often highly complex. To manage their complexity, they are
typically step-by-step divided into sub-systems, sub-sub-systems, etc, each with their own
responsibility. This way, at the most subdivided level, components are obtained that are small
enough to be developed, tested and maintained in isolation. The components are often divided over
several layers, to form a layered system architecture.

The control of a system can similarly be subdivided and layered. The following figure shows a
traditional view on the control of a system:

( Human operator )

A

Y

< Supervisory controller(s) >

~

Y

( Resource contmller[s} )

': Actuators } l: Sensors

Mechanical components >

At the bottom are the mechanical components, such as motors, switches, levers and valves. Their
operation can be steered through actuators and their state of operation can be observed through
sensors. Resource controllers provide a first level of control. They may for instance correct for
sensor jitter, translate continuous signals to discrete ones, or detect and even correct anomalous
situations.

A supervisory controller provides higher-level control. It is typically responsible for the correct and
safe behavior of a (sub-)system. For instance, it could be responsible for preventing damage to
mechanical components or human operators. It may prevent collisions with or among mechanical
components, or prevent mechanical components from overheating. It could control a single sub-
system, coordinating one or more resource controllers. However, in case of a layered architecture,
it could also coordinate multiple supervisory controllers of a lower layer. Supervisory controllers
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can thus be found at various levels of a system architecture.

Some systems are fully automated, without the need for human intervention or control. However,
most systems provide some kind of human-machine interface that allows a human operator to
monitor the system and if necessary control its operation.

Regardless of the exact system architecture, and whether human intervention is possible or not,
supervisory controllers play an essential role in the safe control of all kinds of cyber-physical
systems, and can be found at various levels within such system:s.

1.2. Engineering approaches for supervisory
controller development

Supervisory controllers can be developed in various ways. The following figure gives an overview.
It shows multiple approaches to design and engineer supervisory controllers, as well as how these
approaches relate to each other:

Engineering approach -> Traditional Model-Based Verification-Based Synthesis-Based
Engineering Engineering Engineering Engineering
J Development step

Requirements design Document-based Document-based Model-based (formal) Model-based (formal)

Controller design Document-based Model-based (formal) Model-based (formal) Computer-aided (formal)
Realization in software Traditional software Code generation Code generation Code generation
(implementation code) engineering (coding) (fault-free code) (fault-free code) (fault-free code)

Verification Testing Testing + Formal verification Correct-by-construction
(against requirements) Model-based testing (model checking) (guaranteed)

Validation Testing Testing + Testing + Testing +
(of requirements) Simulation Simulation Simulation

Legend: Manual work / Focus (Semi-)automatic

The columns indicate various engineering approaches. From left to right, they employ
progressively more automation and computer assistance. The rows of the table indicate typical
steps involved in the development of supervisory controllers. The cells indicate for each approach
what is involved in the particular step. The green-colored cells indicate that the step involves
mostly, or at least significant, manual work for the particular engineering approach. Contrarily, the
gray-colored cells indicate that the step is (mostly) automated for that approach. As the steps with
more manual work generally require the most engineering effort, the green cells also indicate
where the engineering focus is for a particular approach. Bold texts in cells indicate changes
compared to the previous column.

Typical steps involved in the development of supervisory controllers, as represented by the rows
from top to bottom, are:

* Requirements design focuses on what a controller for a (sub-)system must do. Functional and
safety requirements may be specified, for instance requiring that pushing an emergency button
stops all motors. Extra-functional requirements may also be specified, for instance requiring
that a certain throughput should be achieved.



* Controller design focuses on how a controller should satisfy the requirements to efficiently
and safely control the system. For instance, the various control states of the system may be
specified, as well as how the controller reacts to changing sensor or other input signals by
controlling actuators, e.g., enabling a motor.

* Controllers may be realized in software. The software source code may for instance be
implemented using Java, C or PLC programming languages.

» Verification involves checking the realized controller against its requirements design and
controller design, to ensure that the controller is correctly realized. The system, controlled by
the controller, should behave as designed.

* Validation involves checking the realized controller and its design, to ensure that the right
controller is made. That is, the requirements must be correct and complete, such that the
controller ensures that the system operates safely and efficiently in all circumstances.

Typically, the various engineering approaches as represented by the columns from left to right, can
be characterized as follows:

» Traditional engineering is document-based. Requirements are written down informally in
large requirement documents. They are used as input for controller design documents. The
documents are then handed over to a different person, team or supplier, for the
implementation. Implementation of the controller in software is done through manual coding.
Verification and validation involve testing at various levels, including unit testing, integration
testing and system testing. Traditionally, all five steps are performed manually, which is
laborious and error-prone.

* Model-based engineering or model-driven engineering automates the realization step, and
provides computer assistance especially for the verification and validation steps. It places
models at the center of attention. The controller is modeled in a formal way, allowing a
computer to interpret and analyze its behavior. That is, it is specified in a mathematically
unambiguous way, for instance using state machines. Such models are considered the single
source of truth. From them, all kinds of artifacts can be generated automatically, including the
software code of the controller’s implementation. This ensures that the code is fault-free and
behaves consistently with the behavior as expressed by the controller model. The models can
also be used to partly automate verification, for instance through the use of model-based
testing. Simulation models can be used to simulate the (controlled) system behavior and
validate the requirements during early phases of development.



* Verification-based engineering is a form of model-based engineering with computer-
assistance to automate the verification step. It uses formal verification, or model checking, a
mathematical technique that can automatically check the controller model against its
requirements. To employ formal verification, both the controller model and the requirements
must be formally specified. Formal verification then either indicates that the specified
requirements are guaranteed to be satisfied by the controller model, or it provides counter
examples that indicate in which situations they are not satisfied. This is exhaustive, as it
considers every conceivable scenario, unlike testing, which typically covers only a limited
number of scenarios. Through formal verification, the controller model can be iteratively
adapted to satisfy all specified requirements in every possible situation.

* Synthesis-based engineering is a form of model-based engineering with computer-assistance
to automate the design of the controller. It uses supervisory controller synthesis to
automatically synthesize a controller model from requirements and a simple model of the to-be-
controlled system. This mathematical technique guarantees that the synthesized controller
model satisfies all specified requirements. This makes verification of the controller model
against the specified requirements superfluous, as the synthesized controller model is
guaranteed correct-by-construction. With the controller design, realization and verification
either to a large degree being automated or unnecessary, the focus shifts to requirements design
and validation. This allows engineers to focus on what the controller should do, rather than how
it should achieve it.

The use of model-based engineering combined with computer-aided design, through formal
methods like formal verification and supervisory controller synthesis, has many advantages. It
allows to produce unambiguous, complete, consistent, and up-to-date specifications, leading to
higher quality controllers at similar or even lower effort and costs.

After this general comparison of the approaches, the following provides more detailed information:

Traditional engineering

Model-based engineering
* Verification-based engineering

» Synthesis-based engineering

1.2.1. Traditional engineering

The following figure shows a simplified development process for traditional engineering of
supervisory controllers:
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Traditionally, controllers are first specified in design documents. They for instance list their
functional and safety requirements, describe their control states and indicate when the controller
should actuate the various actuators depending on changing sensor signals.

Subsequently, the controller is manually implemented in software code through the use of a
programming language, such as PLC code for a PLC platform, or Java or C++ code for an industrial
PC.

Finally, the implementation is verified and validated, typically by means of testing. Verification
involves checking and ultimately ensuring that the controller satisfies its specified requirements.
Validation involves checking that the controller exhibits the desired behavior, and thus ensuring it
is the desired controller. Since a controller must satisfy its specified requirements, this includes
validating the requirements to ensure they are the desired requirements.

Downsides of traditional engineering

Traditional engineering has been around for a long time. Companies typically know what works
and what doesn’t, and how to work around the various challenging aspects of it. It can work well,
particularly for small and simple systems, developed by a well-managed but small team. However,
the approach has several disadvantages. These become especially apparent when applying it to
develop controllers for larger and more complex systems, developed by multiple teams, or with
some development activities outsourced to suppliers:

Ambiguity
It is extremely difficult to unambiguously write down the control requirements in a document.
Often textual descriptions in natural languages can be interpreted in various ways.

The domain expert who writes the requirements has a certain mental picture in their mind.
However, software engineers responsible for realizing these requirements in the software
implementation may interpret them differently after forming their own mental picture. There is
often a big gap between the specification of the design and its implementation.

The documents may also serve as input or as a contract to a supplier to develop the control



software. Then the impact and costs of ambiguity can be huge, much more so than when the
implementation is done in-house within the company.

Incompleteness and inconsistency

Besides the interpretation of the requirements also their completeness and consistency is
important. Often the normally occurring situations (happy flow) is adequately covered by the
requirements. However, the edge cases and exceptional circumstances are just as important,
especially when safety is of critical importance to the system.

Consider for instance requirements for when the hardware fails, such as when a cable breaks or
a sensor becomes defect. Such cases are often far more complex and the number of
combinations/interactions that has to be considered can be immense. Ensuring that the textual
descriptions of all these cases do not lead to inconsistencies is often practically undoable.

A good domain expert will be able to limit the number of mistakes, such as missing
requirements and contradictions in the requirements specification, but typically can’t
completely eliminate them. A good software/PLC engineer will surely spot some of the
remaining mistakes during the implementation and testing of the controller.

However, even thoroughly tested and delivered industrial code often still contains faults.
Furthermore, if the specification is incomplete, software engineers will make their own choices,
which may or may not match with what the domain expert had in mind. Again, working with
external suppliers, rather than doing the development in-house within the company, may
aggravate these concerns.

Multi-disciplinary systems
The multi-disciplinary nature of design versus implementation also plays a role. A domain
expert may know everything about the functional requirements of the system. The software
engineer, especially one from a supplier, may lack such knowledge. They come from different
domains, often use different technical terms, and thus essentially speak different languages. This
makes it more difficult for them to understand each other, and hinders communication.

Abstraction levels

Furthermore, there is a difference in level of abstraction between design and realization. The
control requirements are often written as functional specifications. For the implementation
numerous details of a lower abstraction level play a role, such as data structures, message
encodings and byte orderings. A functional specification typically does not concern itself with
such aspects. Again, people from different disciplines and domains may not be able to effectively
communicate with each other.

Mixing design with implementation aspects

The situation becomes even more complex if (unintentionally) during the design also
implementation aspects are incorporated into the functional specification. Then the clear
separation between design and realization is lost. This often leads to more misunderstandings,
which then requires more communication and collaboration to resolve.



Outdated documentation

Another aspect to consider for specifications in documentation, is that any changes, such as bug
fixes and new features, are often only implemented in the software. After a while the documents
become more and more outdated and thus unusable. This increases the gap between
specification and implementation.

1.2.2. Model-based engineering

Model-based design, model-based software/system engineering and model-driven engineering, are
related terms. They place models at the center of the entire development process and the entire
lifecycle of the system, including design, implementation and maintenance. The models fill the gap
between the specification and implementation.

Model-based engineering process

The following figure shows a simplified development process for model-based engineering of
supervisory controllers:

Verification Validation

Manual
implementation or
Design documents: ] Manual modeling code generation ( Implementation of
* Requirements > Controller model > the controller
* Controller design J L J (control software)
l I J
Design (specification) Realization (implementation)

At the center is a controller model, a model of a controller that unambiguously specifies how the
controller works. It precisely specifies how the state of the controller changes when a sensor signal
changes, and under what conditions and in which states an actuator may be turned on or off.
Ideally, the model has a mathematical foundation. It may for instance be modeled as one or more
state machines.

The controller model is manually modeled from design documents. They for instance list the
functional and safety requirements of the controller, describe its control states and indicate when it
should actuate the various actuators depending on changing sensor signals.

The controller model must be verified and validated. Verification involves checking and ultimately
ensuring that the system, controlled by the controller, satisfies its specified requirements.
Validation involves checking that the controller ensures the desired system behavior, and thus
ensuring it is the desired controller. Since a controller must satisfy its specified requirements, this
includes validating the requirements to ensure they are the desired requirements. This may be



supported by formal methods, methods with a mathematical foundation, and supported by
computer tools. For instance, a controller model may be simulated. This may reveal issues, that can
be addressed to improve the controller model.

The control software is typically implemented using a programming language, such as PLC code for
a PLC platform, or Java or C++ code for an industrial PC. This may for instance be done in-house
within the company, by different teams or departments, or by a supplier. While manual
implementation is possible, the code is often automatically generated from the controller model.

Benefits of model-based engineering

Model-based engineering directly addresses many of the downsides of traditional engineering:

Unambiguous and intuitive specifications

It is important that the models are formal models, with a mathematical meaning (semantics).
Examples of formal models are state machines to model controllers and logical formulas for
model requirements. The use of such formal models leads to unambiguous interpretation of
control requirements and controller behavior.

The use of the right formal language, in which control requirements can be specified in an
intuitive manner is essential. This is where domain specific languages (DLSs) play a role. Such a
language closely matches the world of the domain experts, such that they can directly write
their control requirements in a notation that fits how they think about the system. This leads to
readable and unambiguous specifications.

Besides specific to a domain, domain specific languages are also more restrictive in what you
can write down than a general programming language. While this seems to be a limitation, it is
actually their strength. Due to the limited number of concepts to consider, there are less
different ways to model a system. This further reduces ambiguity, due to more consistency and
simpler specifications.

Bridges the multi-disciplinary specification/implementation gap

Using a good domain specific language, both domain experts and software engineers can
understand and interpret the specification in the same way, regardless of their different
backgrounds. Obviously, the language must be rich enough to properly describe all relevant
aspects of the domain. It must also use a proper abstraction level.

Complete and consistent specifications through computer-aided validation and verification

The use of unambiguous formal models has even more advantages, as it makes it possible for a
computer to interpret and analyze the models. The limited concepts of the domain specific



language help to do so efficiently and scalably. Computers can with formal methods,
mathematical techniques, quickly and accurately analyze countless scenarios. This is a great
advantage compared to traditional document reviews.

An example of this is verification by means of model-based testing. Instead of manually writing
dozens or hundreds of tests, a computer can automatically generate thousands, millions or even
more tests from the controller model. This allows covering much more behavioral scenarios,
increasing confidence in correctness of the controller model and its implementation.

Another example of this is validation of the specification by means of simulation. Using
simulation various execution scenarios can be examined, to give insight into the behavior of the
system being controlled by the controller. This provides new insights that can be used to further
improve the specification. Especially for complex situations, which are difficult to understand,
this is of great value.

The use of computer-aided verification and validation often exposes issues in the specification.
Model-based testing for instance, may find that a certain scenario was not considered during
controller design, and therefore does not satisfy the requirements. The controller model may
then be adapted and tested again. This allows to effectively and iteratively improve the design,
leading to more complete and consistent specifications, and therefore to better quality
controllers.

Address issues early to reduce effort and costs

A great benefit of model-based engineering is that verification and validation can be done
already during the earlier phases of development, rather than only at later phases such as
implementation or testing. It is well-known in industry that the later a mistake is found and
fixed, the higher the effort and costs to do so. In practice, implementations developed using
model-based engineering approaches are often produced more efficiently and with less
mistakes. Through automation, changes can be incorporated more quickly into the models, and
these can automatically be analyzed again.

Furthermore, the benefit of discussions that may arise early on during the development process,
for instance about how the specification must be adapted if it is found lacking, is not to be
underestimated. It is of great value that so early on it is possible to discuss control requirements
and the behavior of the system during unforeseen circumstances, such as when a sensor is
defect.

Efficiently obtain correct-by-construction implementations

After several iterations the confidence in the controller specification is sufficiently high, and
thus the chance of incompleteness and inconsistencies sufficiently low, given the amount of
effort and money that can reasonably be spent during the development process. The
development process produces an implementation-independent model of the control logic, that
during the realization can be implemented. This may be done by a different team or department



within the same company, or even by an external supplier. The formal specifications can then
serve as a contract with the third party, allowing for more control. They can also be used to
perform acceptance tests on the implementation.

While the controller can be manually implemented based on the controller model, automatic
generation of the control software is often a better choice. Automation prevents the kinds of
subtle mistakes that humans make when they manually implement something, ensuring
consistency between the specification and the implementation. Automation also improves
efficiency. If the controller model is changed, with the push of a button a new correct-by-
construction implementation can quickly be generated from it.

Implementation-independent models separate design from implementation

Since a controller model is implementation-independent, there is a clear separation between
design (specification) and realization (implementation). It allows generating implementation
code for different platforms, such as industrial PCs or PLCs, with different programming
languages, such as Java, C or PLC code, for 32 or 64 bits architectures, etc. Additionally, controller
models are vendor-independent, allowing to for instance generate PLC code for PLCs from
different vendors. It is also possible to switch to a different platform or vendor at a later time, or
additionally generate code for other platforms or vendors.

Up-to-date models are the single source of truth

Model-based engineering places models at the center of attention. It is the models that are
adapted if they are functionally incorrect, have inconsistencies, or new functionality is required.
Techniques such as model-based testing, simulation, and code generation all operate on the
models. The models are therefore the 'single source of truth'. Contrary to documents, the models
will be maintained. They remain up-to-date as they are the basis of all development during the
entire life cycle of the system, including design, realization and maintenance.

The use of model-based engineering combined with computer-aided design through formal
methods thus has many advantages. It allows for producing unambiguous, complete, consistent,
and up-to-date specifications, leading to higher quality controllers at similar or even lower effort
and costs. However, specific forms of model-based engineering, such as verification-based and
synthesis-based engineering, can offer additional benefits.

Even though model-based engineering has many benefits, companies should not underestimate
how significantly different it is from traditional engineering. They should consider and manage the
challenges particular to this engineering approach.

Terminology

The following terminology is often used when discussing model-based engineering of supervisory
controllers:



Code generation

The automatic generation of correct-by-construction control software from a controller model.

Control requirements

Properties that a system must satisfy, even if they are not satisfied in the uncontrolled system.
Examples include functional and safety properties. They are called control requirements, or
simply requirements.

Control software

The implementation of the controller in software. For instance, PLC code for a PLC platform, or
Java or C++ code for an industrial PC.

Controller model

A model of a controller that unambiguously specifies how the entire controller works. Also
called a supervisory controller, or simply controller, in control theory. It precisely specifies how
the state of the controller changes when a sensor signal changes, and under what conditions and
in which states an actuator may be turned on or off.

Controller validation

The process of checking and ultimately ensuring that the system being controlled by a controller
exhibits the desired behavior, and thus ensuring that the controller is the desired controller.
Since a controller (model) must satisfy its specified requirements, this includes validating the
requirements to ensure they are the desired requirements.

Controller verification

The process of checking and ultimately ensuring that the controller satisfies its specified
requirements.

Domain-specific language

A modeling language with concepts specific to a certain domain. This can for be the domain of
supervisory controllers with concepts such as plants and requirements, or the domain of office
lighting systems with concepts such as lamps and occupancy sensors.

Formal method

A method with a mathematical foundation, typically supported by computer tools. For instance,
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formal verification or supervisor synthesis.

Model

An unambiguous representation of all relevant concepts, ideally with a mathematical
foundation. For instance, a model of control requirements in the form of logical formulas, or a
model of a controller represented as a state machine.

Model-based development/engineering

Places models at the center of the entire development process and the entire lifecycle of the
system, including design, implementation and maintenance.

Modeling language

A language in which models can be specified, in an unambiguous way, and ideally also with
mathematical foundation.

1.2.3. Verification-based engineering

Verification-based engineering is a form of model-based engineering. It uses formal verification to
automate the verification that the controller model satisfies its requirements.

Verification-based engineering process

The following figure shows a simplified development process for verification-based engineering of
supervisory controllers:
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The verification-based engineering process is very much similar to the model-based engineering
process. The only difference is the way the verification of the controller (model) against its specified
requirements is performed. Verification-based engineering uses formal verification, or model
checking, to mathematically prove a certain property holds. Such properties could for instance be
the absence of deadlock or livelock, or that a bridge may only open if its corresponding traffic lights



have been set to signal a red light. Formal verification can prove that such properties hold for every
conceivable scenario.

If a property does not hold, formal verification produces counter examples, typically in the form of
a sequences of inputs that lead to states in the controller model where the property is not satisfied.
This makes it possible to pinpoint the problem in the model, and address it. It is often an iterative
process to address such issues, perform verification again, address more issues, perform
verification again, etc. If no counter examples are produced, all verified properties are guaranteed
to be satisfied by the controller model.

To employ formal verification not only the controller model must be formally specified, but also the
properties to check. This means that the requirements are no longer specified in natural language
in documents, but in mathematically unambiguous specifications. An example is state machines
that define the order in which things may happen, such as that a certain sensor must go on before
an actuator can be enabled. Another example is logical formulas that indicate that certain
combinations of states in the controller models should never occur, e.g., they could indicate a
collision that is to be prevented.

Benefits of verification-based engineering

Verification-based engineering has all the benefits of model-based engineering. Additionally, it has
the following benefit:

Formal verification guarantees that the requirements are satisfied

Formal verification considers every conceivable scenario. It can therefore mathematically prove
that a specified requirement is satisfied by the controller (model). It is thus more powerful than
testing, which typically covers only a limited number of scenarios and is then not exhaustive.

Even though verification-based engineering has many benefits, companies should not
underestimate how significantly different it is from traditional engineering or even from lesser-
automated forms of model-based engineering. They should consider and manage the challenges
particular to this engineering approach.

1.2.4. Synthesis-based engineering

Synthesis-based engineering is a form of model-based engineering. It uses supervisory controller
synthesis (or simply supervisor synthesis) to automatically synthesize a correct-by-construction
controller model.

Synthesis-based engineering process

The following figure shows a simplified development process for synthesis-based engineering of
supervisory controllers:
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As with general model-based engineering, at the center is a controller model with a mathematical
foundation. From the controller model, the control software can still be manually implemented or
automatically generated.

However, with synthesis-based engineering, the controller model is not manually modeled from
design documents. Instead, it is automatically generated from models of the uncontrolled system
(plant model) and control requirements (requirements model).

Verification to ensure that the controller (model) satisfies the requirements used for synthesis is
then superfluous, as the synthesized controller model is correct-by-construction. Verification may
still be needed for additional requirements that are not yet supported by synthesis, such as stronger
liveness requirements and timed requirements.

Validation that the controller model behaves as intended is still needed, because even though
synthesis guarantees that the synthesized controller correctly adheres to the specified
requirements, the specified requirements may not be the desired requirements. For instance, the
requirements could be incomplete, too restrictive, or contain other mistakes, resulting in the
system being controlled by the controller exhibiting behavior that is not desired or not showing
behavior that is desired.

Input: plant and requirements models

Supervisor synthesis requires two types of models as input. The first type of model is called a plant
model, after the concept of plant from control theory. Plant models describe capabilities or
behavior of a physical system 'as is', without any integrated control. They represent the possible
behavior of the uncontrolled system. The second type of model is called a requirements model.
Requirements models describe the requirements that the controller must adhere to. They model
restrictions upon the behavior of the plants, to ensure that only the desired behavior remains.

A plant model can for instance specify which sensors and actuators are present in the system. It
may also specify their interdependencies. For instance, a sensor that indicates that a gate is open
and a sensor that indicates it is closed, can under normal circumstances not be enabled at the same
time. A plant model is often modeled as a state machine. The following figure shows as an example
a the combined plant model for the two gate sensors:
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Initially it is closed. As the gate is opened, the gate closed sensor goes off, and the gate is somewhere
in between. Then it can be closed again, making the gate closed sensor go on. But the gate can also
keep going further open, until it is fully opened, and the gate open sensor goes on. There is can be
closed again, making the gate open sensor go off. The plant model clearly states that it is not
possible for the gate to be open and closed at the same time, as the plant model can only be in one
state at a time.

Actions, such a sensor going on or off, or an actuator being turned on or off, are called events.
Supervisor synthesis distinguishes two types of events, controllable and uncontrollable events.
Controllable events can be controlled by the supervisory controller. Actuators are typically
modelled as controllable events, such that the supervisory controller decides when to actuate them.
Uncontrollable events operate autonomously, from the perspective of the supervisory controller. A
controller can not prevent such events from occurring in the system. For instance, a user may push
a button and the corresponding sensor will indicate whether the button is pushed or not. The
events to indicate changes in the status of the sensor will happen. The supervisor can not prevent
this. Another example of uncontrollable events is limit sensors of movements. When a movement is
completed, its limit sensor will be activated, leading to an uncontrollable event being fired.

Plant models at the relatively low abstraction level of sensors and actuators are quite common.
However, modeling and controlling (sub-)systems at a higher abstraction level is possible as well.
See for more information the section on supervisory controllers.

A requirements model captures requirements. It may specify functional requirements, safety
requirements, etc. For instance, the motor to open a gate may only be activated once the barrier to
stop traffic is fully closed. Control requirements can also be specified as state machines, but often
the use of a logical formula is more intuitive. Combining them is also possible. Well-formulated
logical formulas are easy to understand, even for people without a mathematical background. As
an example, consider a requirement in three forms: natural language, mathematical formula, and
modeled in CIF:

* Natural language: "The actuator to open the gate may only be activated if the barrier is fully
closed.”

* Mathematical formula: gate_open_actuator.c_on = barrier_sensors.closed

* Modeled in CIF as a state/event exclusion requirement:



requirement gate_open_actuator.c_on needs barrier_sensors.closed;

Supervisory controller synthesis

Supervisory controller synthesis generates from the plant and requirements models a controller
model, a model of the control logic, named a supervisor or supervisory controller. The synthesized
supervisor is correct-by-construction, i.e., it satisfy all the requirements in every situation.

The supervisor may be represented as another state machine, but it may for instance also be a list
of conditions under which actuators may be activated or deactivated. The synthesized supervisor as
a state machine, or the plant model together with the supervisor in the form of extra synthesized
control conditions, forms the controlled system.

The controlled system is guaranteed to satisfy the following properties:

» Safe: It satisfies all specified requirements in all situations that the specified uncontrolled
system can be in.

» Controllable: It only limits controllable events of the plant, e.g., it may prevent enabling or
disabling an actuator, but can’t prevent a sensor from going on or off.

* Non-blocking: It doesn’t block, i.e., a marked state can always be reached from every reachable
state, thus ensuring a form of liveness.

* Maximally permissive: It does not impose more restrictions than strictly necessary to enforce
the previous properties, i.e., it is maximally permissive. In other words, the controlled system
permits all safe, controllable, and non-blocking behaviors, i.e., it is minimally restrictive.

In practice the terms supervisor and controller are often used interchangeably. Formally however,
they can be different. A supervisor is maximally permissive and may still allow multiple (safe)
choices, for instance between enabling multiple different actuators, or between enabling one
actuator and disabling another one. A controller is considered to explicitly choose specific
controllable events rather than allowing multiple ones.
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Benefits of synthesis-based engineering

Synthesis-based engineering has all the benefits of model-based engineering. Additionally, it has the
following benefits:

Computer-aided design for improved quality at reduced effort and cost

Computer-aided design and automation shorten the development cycle and reduce human
errors. This improves the quality and reliability of controllers, and reduces effort and costs.

More concretely, supervisor synthesis provides computer-aided design assistance. It can for
instance automatically detect conflicting requirements. It will also detect that a certain activator
may never be enabled in a certain state, because under certain specific conditions this may later
lead to an unavoidable unsafe state. For complex systems, this kind of situations are often
difficult to foresee for human beings. It is therefore difficult to correctly manually model them
in a controller model.

Focus on the what rather than the how

With synthesis-based engineering the controller model is automatically synthesized. From it, the
implementation is automatically produced through code generation. Verification is (to a large
degree) not needed as the implementation is correct-by-construction. The focus therefore shifts
to requirements design and validation. Engineers can thus focus on 'what should the controller
do' (its requirements), rather than on 'how must the controller achieve this' (the controller
design and implementation).

An example is specifying a First-In-First-Out (FIFO) requirement. While specifying it may be
quite easy, realizing the requirement in a controller model may be complex due to the various
situations that may arise in the system. Supervisory controller synthesis can evaluate all possible
combinations of conditions and synthesize a controller that is mathematically correct for all of
them. This kind of design automation is even more useful when multiple, complex and related
requirements need to be considered. The synthesized supervisor is correct-by-construction for
all requirements in all situations, preventing human errors.

Verification exposes problems, synthesis solves them

Synthesis-based engineering goes far beyond verification-based engineering. Formal verification
exposes problems. It tells you that the controller model is not correct and in which situations,
and you need to iteratively adapt it yourself. Each time formal verification produces a counter
example to indicate a requirement violation, the controller model needs to be manually adapted.
Contrary, supervisor synthesis provides solutions. It automatically synthesizes a controller
model that satisfies all the requirements. Synthesis produces in one go a supervisor with all the
additional conditions that must be enforced to ensure all requirements are satisfied. This makes
verification of the controller model against the requirements from which the supervisor was
synthesized superfluous, as the synthesized controller model is already correct-by-construction.



Maintain maximum design space freedom

Maximal permissiveness ensures that maximum design space freedom is maintained. When
manually designing a controller, an engineer may favor simple control conditions that severely
limit the design space. As synthesis produces maximally-permissive supervisors, it imposes
minimal restrictions, while still satisfying all requirements. This leaves design space freedom to
e.g. choose performance-optimal solution among safe alternatives. A performance-optimal
controller may for instance be derived from a supervisor model that allows multiple (safe)
choices.

Supports a comprehensive modular design and efficient incremental engineering

Each part of the plant and each requirement can be specified separately. This way it is easy to
adapt specific plants or requirements, or add new ones. Modular specifications thus allow for
efficient incremental engineering, as after each change a simple re-synthesis is enough to obtain
a new correct-by-construction controller.

Supports reuse and standardization

The separately specified plants and requirements can even be put in libraries with reusable
standardized building blocks. This allows engineers to easily build up new specifications from
existing proven building blocks, combining them in different ways. Ultimately this leads to more
uniformity and improves efficiency.

Intuitive specifications with fine-grained requirement traceability

Each plant and requirement can be specified separately, and has a clear purpose. This provides a
good overview of the control requirements, and allows for fine-grained requirement traceability.
This unlike the controller model itself. There, one requirement can have an effect on various
parts (states) of the controller. It can thus be spread out over the controller model, and mixed
with other requirements. Clear modular specifications avoid hiding undesired and unneeded
behavior in a large/complex controller.

See the synthesis-based engineering example section for a concrete example that shows the power
of synthesis.

Even though synthesis-based engineering has many benefits, companies should not underestimate
how significantly different it is from traditional engineering or even from lesser-automated forms
of model-based engineering, such as verification-based engineering. They should consider and
manage the challenges particular to this engineering approach.

Terminology

The following terminology is often used when discussing synthesis-based engineering of
supervisory controllers, in additional to model-based engineering terminology:



Controllable event

An event that is controlled (enabled or disabled) by the controller. Events to actuate (turn on or
off) an actuator are often controllable events.

Controlled system

The uncontrolled system together with a supervisor or controller that controls it. This may be
represented as a single state machine, or as a combination of the _plant model with the supervisor
or controller model.

Controller

A controller model that explicitly chooses specific controllable events, rather than allowing
multiple ones as a supervisor may do. When this distinction is not relevant, supervisor and
controller are often used interchangeably.

Correct-by-construction formal method

A formal method that guarantees that the result of the method satisfies all requirements.

Event

An action representing something that can happen in the system. For instance, there may be
low-level actions for sensors going on or off, and actuators being turned on or off. There may
also be higher level actions, such as a command to move an object from one location to another,
a command to turn an entire subsystem on or off, or an event through which a subsystem
indicates that an error has occurred.

Synthesis-based engineering

A form of model-based engineering that uses supervisory controller synthesis (or simply
supervisor synthesis) to automatically synthesize a correct-by-construction controller model.

Supervisor

A maximally permissive controller model that may still allow multiple (safe) choices. Unlike a
controller, it may for instance allow a choice between enabling multiple different actuators, or
between enabling one actuator and disabling another one. When this distinction is not relevant,
supervisor and controller are often used interchangeably.



Supervisor synthesis

A correct-by-construction formal method that automatically synthesizes a supervisor. It involves
the automatic generation, or synthesis, of a correct-by-construction controller model from a
simple model of the to-be-controlled system and a model of the control requirements. This is also
called controller synthesis or supervisory controller synthesis. Supervisor synthesis makes
verification of the resulting supervisor model against the requirements from which it was
synthesized superfluous. Validation of the resulting system being controlled by the controller
(model) is still needed to ensure the specified requirements are indeed the desired
requirements.

Uncontrollable event

An event that operates autonomously, from the perspective of the controller. Such events are not
controlled by the controller, which can thus not prevent them from occurring. For instance,
events of a sensor could indicate that a button was pushed or released. And events of a
movement limit sensor could indicate that a movement has reached the end position, or that the
moving object is no longer at that position.

Uncontrolled system / plant

The uncontrolled system is the system 'as is', without any control. It is also called a plant in
control theory. For instance, at a low abstraction level, this could be the individual actuators and
sensors of a system. At a higher abstraction level, it could be a collection of controllers for
subsystems.

1.3. Synthesis-based engineering example

To demonstrate the value of synthesis-based engineering, let’s look at an example. The following
figure illustrates an example manufacturing system that processes products:
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Products enter at the INOUT place. From there production can start by moving them to the
dispatcher (DISP). The dispatcher dispatches a product (do1 or do2) to one of two operators (OP1 or
OP2) that perform the same operation. Once the operation is completed (donel or done2), the
product is moved to the checker (CHK). The checker determines whether the operation has
completed successfully or has failed. If it has failed, the system must redo the operation on that
product. This may be repeated until the operation is successful. The product must then leave the
processing loop, moving to DONE. It is then finished and moves back to INOUT. There it may exit the
system.

The gray boxes indicate places where at most one product can be located at a time. The moving of
products through the system is visualized by the labeled arrows in the figure. Each arrow
corresponds to an actuator under the control of the controller. The controller can thus decide when
to move products from one place to another. A sensor indicates the result of the check performed
on processed products, indicating whether they are OK or not. This sensor works autonomously
and is thus not controlled by the controller.

1.3.1. FIFO requirement

The example system, without any controller that controls it, already ensures that:

Products that enter can only start, preventing them from exiting without having been
processed.

Products that failed processing must redo the operation.
* Successfully processed products must leave the operation area.

* Once a product passed finished it must exit, preventing it from being processed again.
For this example, we consider only a single requirement:

* Products must enter and exit the system in FIFO order.
That is, if one product enters earlier than another, it must also exit earlier.

Without additional control, the system does not satisfy this requirement, as it is possible for
multiple products to enter the system and subsequently be processed concurrently. Then, if a later
product finishes the operation earlier, or the earlier product requires rework, the later product
may be done sooner and thus exit the system earlier. The controller must restrict the behavior of
the system such that it satisfies the requirement. It can only do so by controlling the movement of
products through the system.

The FIFO requirement is specified in natural language as a short and simple sentence. It can
similarly be quite easily modeled, by tracking the order that products enter and exit the system.
Each product that enters the system is given a unique identifying number, one higher than the
previous product. As products exit the system, the identifier of the last product that exited the
system is stored (lastExitld). When a product is about to exit the system, it is in the INOUT place. If
the identifier of the current product on the INOUT place is given by curld, then the requirement can
be formulated as:

e curld = lastExitld + 1



See the section on synthesis-based engineering in practice example section for how the example
system and its requirement can be modeled in CIF.

1.3.2. Synthesis-based engineering

There are various ways to ensure the FIFO requirement holds. A silly solution is to never allow
products to enter the system. As there are then no products in the system, products also never leave
the system. Therefore, all (non-existent) products are in FIFO order. Another slightly more useful
option is to only allow a single product to be processed at a time. This would however severely limit
the productivity of the system. It is actually not that trivial to decide the exact conditions under
which the products may move, while still ensuring the FIFO requirement is satisfied.

We can however automatically compute the conditions that must hold for each movement by
applying supervisory controller synthesis. This computes for each movement the minimal
restriction that must be applied to enforce the requirement. Through synthesis, we obtain a
supervisory controller that restricts four movements:
1. Movement donel is only allowed if the following two conditions both hold:
o Either there is no product at the DISP place, or it is a later product than at the OP1 place.
o Either there is no product at the OPZ2 place, or it is a later product than at the OP1 place.
2. Similarly, movement doneZ is only allowed if the following two conditions both hold:
o Either there is no product at the DISP place, or it is a later product than at the OPZ2 place.
o Either there is no product at the OP1 place, or it is a later product than at the OP2 place.
3. Movement start is only allowed if one of the following two conditions holds:
o At the DISP place, OP1 place, OP2 place, and CHK place, there is in total at most one product.

o At the DISP place, OP1 place, and OP2 place, there is in total at most one product. There is
also a product at the CHK place and the check indicates the product was successfully
processed.

4. Movement enter is only allowed if less than four products are in the system.
But why are these the 'optimal’ restrictions?
It is important to realize that:

A. If a product is checked and found to be successfully processed, it can only leave. It can not be
reprocessed (redo). If a product is moved to CHK too early, a product that should exit the system
before it can’t overtake it anymore. This could lead to a violation of the FIFO property if another
product that must exit earlier is for instance still being processed.

B. Only at most two products may be in the processing loop at any time. That is, at most at two of
the DISP, OP1, OP2 and CHK places there may be a product, at any time. This way, if a product
keeps failing to be processed successfully, it can be redone over and over again, while the other
product is at one of the operators. With three or more products in the processing loop, this is
not possible. An exception to 'at most two products in the processing loop' rule is when a
product has been checked and found to be successfully processed. Then, a third product may be
present, as the successfully processed product can then leave the processing loop and at most



two products will remain in the processing loop.
Then the supervisor restrictions are quite logical:

» The first and second restrictions indicate when a product may move to be checked. These two
restrictions follow directly from realization A. A product X may only be moved to be checked, if
there is no product that must exit earlier. Obviously, moving a product to the checker is
physically only possible if there is a product at an operator, as otherwise there is no product to
move. Also, it is only physically possible to move a product to the checker there is not already a
product at the checker, as each place can only hold one product. This leaves only the dispatcher
and other operator as places to be checked. If there would be an earlier product at the
dispatcher or other operator, such a product would not be able to overtake the product about to
be moved to the checker, leading to a violation of the FIFO property. Hence, both restrictions
have two conditions, one for the dispatcher and one for the other operator. Either there must be
no product at those places, or it is later product.

* The third restriction indicates when a product may start processing. Either one of its two
conditions must hold for the start movement to be allowed. This directly follows from
realization B. The first condition follows from the 'at most two products in the processing loop'
rule. At most one product may be in the processing loop for another to enter it. The second
condition describes the exception to this rule. There may be two products in the processing loop
if one of them is a successfully processed product about to leave the processing loop.

» The fourth restriction indicates when a product may enter the system. It only allows a product
to enter if there are less than four products in the system. This means that the restriction
ensures that at most four products are in the system at any time. Through realization B we
know at most three products may be in the processing loop. Then only at most one of the INOUT
and DONE places may contain a product, for a total of four products in the system. To
understand why this is the case, consider the following:

o A product could be at the INOUT place. But then no product must be at the DONE place. If
there were a product at the DONE place, there would be products at the INOUT, DONE and
CHK places. The product at the CHK place could then not move to the DONE place, as that
already has a product. Similarly, the product at the DONE place could then also not move to
the already occupied INOUT place. And the product at the INOUT place could then not move
to the DISP place, as the processing loop is already maximally filled. This would mean no
product could move anywhere. This kind of deadlock is prevented by the fourth condition.

o A product could be at the DONE place. But then, by similar reasoning, no product must be at
the INOUT place.

All of this is certainly a lot to consider! Would you have been able to figure all of this out by
yourself? And how long would that have taken you? Considering this is only a simple example
system with only one non-trivial requirement, it is clear that having some computer assistance
when engineering a more realistic controller can be very useful.

1.3.3. Example benefits of synthesis-based engineering

Finally, let us consider some of the benefits of synthesis-based engineering as it relates to this
example:



* Synthesis automatically computes the optimal control conditions. It should now be clear that
this can save a lot of effort.

* Manually engineering the controller can be quite tricky. It could easily lead to mistakes if
certain scenarios are not properly accounted for. For instance, a restriction could be missed, or
one of them could be incorrect. Synthesis can thus also reduce human error.

* Through synthesis you only have to specify the requirement and synthesis automatically
generates a correct-by-construction controller, from which you can automatically generate the
implementation. For the simple to specify but difficult to implement example requirement, this
allows you to focus on what the controller should do (the requirement), rather than how the
controller should do this (the complex control conditions and their implementation).

* As an alternative to synthesis, we could apply formal verification on the system model to check
whether the FIFO requirement holds. However, as the requirement does not hold on the system
without a controller, we would get only a counter example representing a scenario indicating
where the requirement does not hold. Likely, it would take several iterations and quite some
thinking to manually arrive at the exact correct control conditions. Compared to formal
verification, synthesis produces all the correct control conditions, automatically and in a
single iteration.

* An engineer that develops the controller manually, may well impose severe restrictions to avoid
much of the complexity of satisfying the FIFO requirement. The control conditions produced by
synthesis however, are minimally restrictive. Products may enter the system, start processing,
be processed in parallel, and leave the processing loop, whenever possible. This ensures the
maximum throughput of the system can still be achieved.

» Synthesis-based engineering allows for a modular design. The various parts of the system, as
well as the requirement, can be modeled separately. This makes it easy to adapt the system
(model), to for instance allow products that do not require processing to bypass the processing
loop. With minimal changes to the system model, and no changes to the requirement, a new
supervisor can then be produced by the push of a button. This allows for incremental
development of the system and its controller.

And again, consider that this is only a simple example system, with only a single requirement.
Synthesis-based engineering has even more value when multiple, complex and related
requirements need to be considered, or when controllers for many similar yet different systems
need to be developed. See the section on benefits of synthesis-based engineering for further
benefits of the approach.

Even though synthesis-based engineering has many benefits, companies should not underestimate
how significantly different it is from traditional engineering. They should consider and manage the
challenges particular to this engineering approach.

1.4. Synthesis-based engineering in practice

This section explains concretely how to use the CIF language and toolset to apply synthesis-based
engineering of supervisory controllers. Before reading this section, please familiarize yourself with:

* The basics of the CIF language.

* The synthesis-based engineering approach.



Development process

The process to develop supervisory controllers using the synthesis-based engineering approach
typically following several steps. We’ll briefly discuss each of the steps and provide some practical
guidance:

Modeling the events

Modeling the actions that can happen in the system as events.

Modeling the plant

Modeling the plant automata that represents the event behavior of the to-be-controlled system.

Modeling plant relations

Modeling the relations between the various plant automata.

Modeling the requirements

Modeling the requirements that restrict the behavior of the plant.

Marking

Dealing with marking of the plant and requirement automata.

Supervisor synthesis

Performing supervisor synthesis on the plant and requirements to automatically synthesize a
supervisor.

Verification and validation

Verifying and validating that the synthesized supervisor controls the system correctly and as
desired.

Controller implementation

Implementing the validated supervisory controller using automatic code generation.
Advanced topics
Furthermore, the following more advanced information is available:

Incremental controller development

Explains how to incrementally develop your controller to prevent commonly encountered issues
when applying synthesis-based engineering.

Resolving issues with too limited behavior

Explains how to resolve issues with too limited controlled system behavior, for instance due to
conflicting requirements, revealed through synthesis or validation.

Supervisor synthesis performance

Explains how to resolve performance and memory issues for supervisor synthesis.

Non-monolithic supervisor synthesis

Explains how to incrementally develop your controller to prevent commonly encountered issues



when applying synthesis-based engineering.
Practical example
For how this process can be used in practice, based on an example, see:
» Synthesis-based engineering example

* Synthesis-based engineering in practice example

1.4.1. Development process

Modeling the events

The first step to apply synthesis-based engineering in practice is to identify the actions that can
happen in the system, and model them as controllable and uncontrollable events.

Controllable events are under the control of the controller. They are outputs of the controller and
inputs for the system being controlled. The controller determines when these events occur. Typical
examples include turning an actuator on or off, or enabling or disabling a sub-system.

Uncontrollable events are outside of the control of the controller. They are inputs for the controller
and outputs of the system being controlled. The controller can not prevent such events from
occurring in the system. Typical examples include a sensor going on or off, such as for a button
push sensor or a movement limit sensor.

The events can be modeled in CIF as follows:

uncontrollable u_button_pushed, u_button_released;
controllable c¢_turn_motor_on, c_turn_motor_ off;

Controllable events are by convention given names starting with c_, while uncontrollable events
start with u_.

For channels, a special kind of events, see the CIF language tutorial:

¢ Channels
» Dataless channels

* Combining channel communication with event synchronization

The next step in the process is to model the plant.

Modeling the plant

After modeling the events, the plant needs to be modeled. It represents the uncontrolled system, the
system 'as is' without the controller.



Typically, for low-level controllers, start with a plant automaton per sensor and actuator. For the
common case of digital sensors and actuators, model the automata with two locations, one where
the sensor or actuator is off, and one where it is on. Which location should be the initial location
depends on the specific sensor or actuator. Digital sensors can go on and off, and as such have two
associated uncontrollable events. Similarly, digital actuators can be turned on or off, and have two
associated controllable events.

Here are some examples of typical plant automata for low-level sensors and actuators:

plant Button:
uncontrollable u_pushed, u_released;

location Released:
initial; marked;
edge u_pushed goto Pushed;

location Pushed:
edge u_released goto Released;
end

plant Lamp:
controllable c¢_on, c_off;

location Off:
initial; marked;
edge c_on goto On;

location On:
edge c_off goto Off;
end

The events that belong to a specific sensor or actuator are typically placed within the
corresponding automaton. Other events are often placed outside the automata.

See a later step for how to deal with marking. The CIF language tutorial has lessons on using
variables, guards and updates.

The next step in the process to apply synthesis-based engineering in practice is to model plant
relations.

Modeling plant relations

After modeling the plant, for instance the individual sensors and actuators, the relations between
the plant automata are to be considered. These relations should be physical relations, representing
behavioral restrictions present in the actual uncontrolled system.



For instance, consider a movement with two limit sensors:

plant UpSensor:
uncontrollable u_on, u_off;

location Off:
initial; marked;
edge u_on goto On;

location On:
edge u_off goto Off;
end

plant DownSensor:
uncontrollable u_on, u_off;

location Off:
initial; marked;
edge u_on goto On;

location On:
edge u_off goto Off;
end

Most likely the two sensors physically can’t both be on at the same time. The individual plant
automata of the two digital sensors however, can both be in their On states, as they are not yet in
any way related. The easiest way to specify such a relation is to use a state plant invariant:

plant invariant not (UpSensor.On and DownSensor.0On);

Alternatively, you may combine multiple plants into a single plant. To merge some plants, manually
compute/model the product of the plants, and remove the original plant automata. Then, to express
the relationship, remove the behavior that is not physically possible. However, typically using a
plant invariant is easier.

An alternative physical relationship, is the relation between sensors and actuators. In such cases,
the relationship with the sensor(s) can usually be added directly to the actuator plant(s).

By correctly incorporating all the physical restrictions present in the actual system, the tools can
use this knowledge during synthesis. Essentially, by modeling the physical relations/restrictions, the
uncontrollable events are enabled in much less (combinations of) locations of the plant automata.
This means that the requirements are much less likely to block uncontrollable events.

In other words, the modeled relationships of the plants restrict the behavior of the plant automata.
However, these restrictions are also present in the physical system. Hence, without modeling such
relationships, the plant model has more behavior than the physical system. Once the plant relations
are correctly modeled, you may assume this relationship in the requirements, meaning you may
assume that certain uncontrollable events can physically not occur in certain locations. The tools



will then have enough knowledge of the system to come to the same conclusions.

For instance, assume a certain sensor signal can only occur when the corresponding actuator is
enabled. A movement limit sensor may for instance only be able to go on once a movement
completes, which in turn can only happen by enabling the corresponding movement actuator.
Modeling this relation ensures that 'blocking' such sensor signals in the requirements, when the
actuator is off, is no longer considered 'illegal' behavior.

The next step in the process to apply synthesis-based engineering in practice is to model the
requirements.

Modeling the requirements

After modeling the plant and plant relations, the requirements should be modeled as well.

The hardest thing about modeling the requirements, is that you have to think in restrictions, rather
than in use cases. So, rather than 'first do this, then do that, then do that or that other thing, etc/,
you should think 'this or that is only allowed if/after this or that other thing'. Requirements should
be as small and orthogonal as possible.

Event-based requirements are modeled as requirement automata. The simplest event-based
requirements have only two locations, and form a loop of only two edges. Here is a typical example
requirement that controls the plants from the section on modeling the plant. It ensures that the
lamp is on while the button is pushed, and off while it is released:

requirement LampOnWhileButtonPushed:
location Released:
initial; marked;
edge Button.u_pushed goto Pushed;
edge Lamp.c_off;

location Pushed:
edge Button.u_released goto Released;
edge Lamp.c_on;
end

We can also model the requirements in a more state-based manner (referring to locations of
automata) or data-based manner (referring to locations of automata, as well as using variables,
guards, updates, and invariants), which is often shorter and simpler. The requirement above can be
modeled in a state-based manner using state/event exclusion requirements as follows:

// Lamp on only while button is pushed.
requirement Lamp.c_off needs Button.Released;
requirement Lamp.c_on needs Button.Pushed;

Having requirements block uncontrollable events can easily lead to unnecessarily restricting too



much of the system behavior. As mentioned in the section on modeling plant relations, correctly
modeling such relations makes this easier.

Generally, it is better to as much as possible use requirements that are pure restrictions. That is, use
state-based requirements (mutual state exclusion and state/event exclusion requirements) instead
of event-based requirements (requirement automata), where applicable. Requirement automata
may introduce additional state, which can lead to reduced performance. Using pure restriction
requirements you are also less likely to unnecessarily restrict too much of the system behavior.

The CIF language tutorial has lessons on using variables, guards and updates.

The next step in the process to apply synthesis-based engineering in practice is to deal with
marking.

Marking

After modeling the plants and requirements, marking should be considered. Every automaton,
whether plant or requirement, must have at least one marked location. A marked location is a
location that indicates a safe, stable, or resting state. Synthesis will guarantee that a marked
location can always be reached, thus ensuring a form of liveness.

Physical systems typically keep operating, repeating their behavior. Therefore, in practice, the
entire system can often be brought back to the initial state. As such, it is then typically enough to
make the initial locations marked.

An exception is automata that have some kind of initialization behavior/sequence. For such
automata, make the first location that is part of the loop after the initialization sequence, a marked
location. The locations from the initialization sequence can no longer be reached after initialization
is finished. The first location after that initialization sequence is part of the 'normal' behavior and
can be seen as the initial location of the behavior after initialization.

Note that marking every location reduces the value of supervisor synthesis, as it essentially disables
its non-blockingness guarantee. This may hide issues related to deadlocks and livelocks.

For advanced uses of marking, see the CIF language tutorial section on marker predicates.

The next step in the process to apply synthesis-based engineering in practice is to synthesize a
supervisor.

Supervisor synthesis

Having modeled the plants and requirements, the supervisory controller can automatically be
synthesized. Supervisory controller synthesis (or simply supervisor synthesis) automatically
generates a supervisor, from the models of the uncontrolled system (plant model) and control
requirements (requirements model).

The synthesized supervisor is correct-by-construction, satisfying various properties. It is safe
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(satisfies all the requirements), controllable (limits only controllable events, not uncontrollable
ones), is non-blocking (does not block, a form of liveness), and is maximally permissive (imposes no
more restrictions than is necessary).

CIF supports supervisor synthesis through the following tools:

» Data-based supervisory controller synthesis tool

» Event-based supervisory controller synthesis tool

The data-based synthesis tool is generally more efficient and supports a larger subset of CIF
language concepts. It is therefore recommended over the event-based synthesis tool.

The documentation of these tools provide further details on how to use them.

The next step in the process to apply synthesis-based engineering in practice is to perform
verification and validation.

Verification and validation

After applying supervisor synthesis it is time to analyze the resulting supervisor model, using
verification and validation, and adapt the plants and requirements if any issues are found.

Verification

Verification to ensure that the synthesized supervisor satisfies the requirements that were used for
synthesis is superfluous, as the synthesized model is correct-by-construction. However, verification
may still be needed for additional requirements that are not yet supported by synthesis, such as
stronger liveness requirements and timed requirements.

The synthesized supervisor model should be checked for various properties using the controller
properties checker tool. Further verification may be performed by transforming the supervisor
model to formats of external verification tools, such as mCRL2 and UPPAAL, and then using such
tools to perform the actual verification.

Validation

Furthermore, the supervisor should be validated to ensure it behaves as intended. The specified
requirements could not be the desired requirements, as they could for instance be wrongly
specified or too strict, resulting in the system being controlled by the controller exhibiting
unwanted or insufficient behavior.

The CIF simulator can be used to simulate CIF specifications. Especially when combining this with
SVG visualization and interactive simulation, it is a very powerful way to validate whether the
supervisory controller controls the system as intended. This may for instance reveal that additional
requirements are needed, or existing requirements need to be adapted.

Next steps

In case issues are found through verification or validation, these need to be addressed. Typically



this involves changes to either the plant model or requirements model. After such changes, the
supervisor can be re-synthesized automatically. Changes can be made iteratively, until confidence
in the correctness of the controller is high enough.

The next step in the process to apply synthesis-based engineering in practice is then to implement
the supervisory controller.

Controller implementation

Once a supervisory controller has been synthesized, verified and validated, it is time to implement
it. The control software is typically implemented using a programming language, such as PLC code
for a PLC platform, or Java or C++ code for an industrial PC. This may for instance be done in-house
within the company, by different teams or departments, or by an external supplier.

While manual implementation is possible, the code is often automatically generated from the
controller model. This automatically produces correct-by-construction code by generating the code
from the correct-by-construction controller model. Automation prevents the kinds of subtle
mistakes that humans make when they manually implement something, ensuring consistency
between the controller model and implementation. Automation also improves efficiency. If the
controller model is changed, with the push of a button a new correct-by-construction
implementation can again quickly be generated.

CIF supports code generation through the following tools:

* CIF PLC code generator: for PLC programming languages

* CIF code generator: for various other programming languages
The documentation of these tools provide further details on how to use them.

Once code has been generated, it should be tested on the actual system. This may reveal additional
issues. For instance, the behavior of the system may not be properly captured in the plant model, or
the inputs and outputs of the system may be incorrectly connected to the controller.

With a working implementation of the controller, this concludes the process to apply synthesis-
based engineering in practice.

1.4.2. Advanced topics

Incremental controller development

When developing a controller, it is often best to start with just a small part of the system.

You first develop a controller for that small part, and verify and validate it to make sure it works
properly. Then, you extend the controller to work for a larger part of the system, and you keep
repeating this until the controller controls the entire system. That is, you go through the entire
development process (including among others specification, synthesis, verification/validation,



implementation) each time. And then you increase the part of the system covered by the plants and
requirements for each iteration. Typically, for low-level controllers you should start with no more
than a few sensors and actuators, with their corresponding events.

This incremental development approach makes it easier to for instance figure out why your
controller doesn’t behave as expected, which of your requirements are conflicting, or for what
other reason a supervisor can’t be synthesized.

Resolving issues with too limited behavior

Supervisor synthesis always produces correct-by-construction supervisors, based on the plant and
requirements models that you provide as input. However, if you for instance provide too restrictive
or conflicting requirements, or forget to model the plant relations, you may not get the desired
controlled system behavior. Such issues are often found during verification and validation.

Another way this may manifest itself, is by supervisor synthesis producing an 'empty supervisor'
error. This means that synthesis has determined that no supervisor can ever safely satisfy the
requirements that you specified.

However, the resulting supervisor supervisor doesn’t have to be 'empty'. Synthesis could also have
restricted so much of the behavior that little behavior remains, in order to satisfy the (conflicting)
requirements you provided. The resulting supervisor could for instance have only a few states, but
it may also have thousands or millions of states, while still missing important system behavior.

In such cases, where the resulting supervisor is not what you expect or desire, you need to go back
to your plants and requirements. Here are some hints to resolve this kind of problems:

» Try to use an incremental development approach. This ensures that if you encounter problems
with missing behavior, you can be reasonably sure the problem is in the part you added since
the last working version. If on the other hand you put the entire system in your model at once,
and you get for instance an 'empty supervisor' error, it is much more difficult to track down the
cause.

* Try to as much as possible use requirements that are pure restrictions.

* Make sure you have at least one marked location per automaton (plant as well as requirement
automata). Usually, marking the initial location is sufficient. See also the section on dealing with
marking.

* Make sure your initial and marked locations are consistent between all automata. For instance,
if in a plant you can initially only push a button, and then release it, but if in a requirement
automaton you must first release it before it can be pushed, you are likely to get an empty
Supervisor.

* Make sure your requirements don’t restrict the system too much. Be especially careful with
blocking uncontrollable events in requirement automata.

For every uncontrollable event in the alphabet of a requirement automaton, make sure that the



requirement does not block the uncontrollable event. You can look at the plants, to see when the
uncontrollable event is possible. Then you may ask yourself, for each location of the
requirement, in which locations of the plant you can be at the same time. For such plant
locations, you should check whether the uncontrollable event is possible. It should then also be
possible in the requirement. There are two ways to solve the blocking of an uncontrollable
event by a requirement:

o The first solution is to correctly model the relations between the plants. For further details,
see the section on modeling plant relations.

o The second solution is to add self loops in the requirement to allow the uncontrollable event
that was previously disabled by the requirement.

The first solution is recommended, but it does not always apply. If it is not possible to use the
first solution, or if you already applied the first solution and still have the problem, you could
use the second solution. However, never blindly add self loops. Always check that this gives you
the desired behavior!

* Try to synthesize a supervisor with a subset of the requirements, to find out which requirement
(or combination of requirements!) is causing the lack of behavior.

Supervisor synthesis performance

There are several ways to altogether avoid performance and out-of-memory issues when applying
supervisor synthesis:

» Use the data-based synthesis tool rather than the event-based synthesis tool, as the former has
much better performance.

* Rather than synthesizing a single monolithic supervisor, employ non-monolithic synthesis to
make use of the inherent structure of your system.

However, if you still suffer such issues, consider the following to resolve them:

* See the page of the Eclipse ESCET general toolkit documentation on resolving performance and
memory problems. In particular, make sure to give Java more memory. This should be the first
thing you check.

 If possible, use requirements that are pure restrictions, as they only make the supervisor
smaller. If you introduce memory (e.g. counters), or other forms of sequencing (e.g. to specify
the order of controllable events), that usually increases the size of the supervisor. If possible,
use requirements with only one location, or even better, use requirement invariants. For more
information, see the State (exclusion) invariants, State/event exclusion invariants and Invariant
kinds sections of the CIF language tutorial.

* Try to separate your requirements as much as possible, to keep them simple. Also, leave out any
events from a requirement automaton that are not relevant to that specific requirement.

* You can try to restrict more of the system, by adding more requirements, to get a smaller


https://eclipse.dev/escet/v8.0-M1/performance/index.html
https://eclipse.dev/escet/v8.0-M1/performance/index.html

supervisor (with less behavior).

* Avoid adding plants that you don’t at all use in the requirements. For instance, don’t add a
button plant automaton if you don’t use the button.

 Try to avoid duplicate requirements that enforce the same behavior in different ways.

* Check out the performance section of the data-based synthesis tool documentation.

Non-monolithic supervisor synthesis

A known concern for supervisory controller synthesis is its scalability. While a supervisor may be
synthesized for smaller systems in seconds, for larger and more complex systems this may take
considerably more time. Employing the proper techniques for the given situation is essential to
mitigate this concern.

Often, rather than synthesizing a single monolithic supervisor, multiple supervisors should be
synthesized for different parts of the system, making use of the inherent structure of the system
itself. Combining this with abstraction, higher-level supervisors can still be synthesized on top of
lower-level supervisors, scaling to very large systems.

Still, multiple syntheses will need to be performed. If you encounter scalability issues for some of
them, divide the system further, or resolve the performance problems in another way.

1.4.3. Synthesis-based engineering in practice example

CIF supports the entire development process for synthesis-based engineering of supervisory
controllers. The steps involved are described in the section on synthesis-based engineering in
practice. However, here we focus on specification, supervisory controller synthesis, simulation and
code generation.

We consider how a controller can be developed for the synthesis-based engineering example. This
example is one of the many CIF examples. See the CIF examples section for how to import them into
your Eclipse ESCET IDE, to experiment with them yourself. After importing the examples project
into your IDE, you can find this example in the project’s synthesis/fifo folder.

Plant specification

First, we’ll specify the plants (file fifo.plants.cif). Consider again the following figure that
visualizes the example system:
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Events

Each of the arrows indicates a movement of products. We can model each arrow as a controllable
event that the supervisor can control. The checker (CHK) may indicate that a product was processed
successfully or that it failed, which we can model as uncontrollable events. This leads to the
following event declarations:

controllable c_enter;
controllable ProductId c_start;
controllable ProductId c_dol;
controllable ProductId c_do2;
controllable ProductId c_donel;
controllable ProductId c_done2;
uncontrollable u_success;
uncontrollable u_failure;
controllable ProductId c¢_redo;
controllable ProductId c_leave;
controllable ProductId c_finished;
controllable c_exit;

Product identifiers

To be able to express the example’s FIFO requirement, we must keep track of product identifiers
(ids). A product may enter the system, after which it gets its id. As products move through the
system, their id is passed along. Hence, most of the events are channels that communicate a
ProductId. This is a custom type, defined as follows:

const int MAX_NR_OF PRODS = 5;
type ProductId = int[@ .. MAX_NR_OF_PRODS - 1];

CIF can only perform synthesis on specifications where types have a finite domain. We therefore
define a maximum number of products (MAX_NR_OF_PRODS) that may be in the system. Product ids are
then integer numbers in the range [0 .. MAX_NR_OF_PRODS - 1], with both bounds being inclusive.



This allows each product in the system to have a unique id.

The INOUT place

Each of the system’s places that can holds a product is modeled as a plant automaton.

First we model the INOUT place:

plant INOUT:
disc ProductId nextId = 0;
disc ProductId curld = 0;
disc ProductId lastExitId = MAX_NR_OF PRODS - 1;
disc int[@..MAX_NR_OF_PRODS] cnt = 0;

location Idle:
initial;
marked;
edge c_enter when cnt < MAX_NR_OF_PRODS do curld := nextId, nextId := (nextId + 1)
mod MAX_NR_OF_PRODS, cnt := cnt + 1 goto NewProduct;
edge c_finished? do curld := ? goto FinishedProduct;

location NewProduct:
edge c_start!curld do curld := @ goto Idle;

location FinishedProduct:
edge c_exit do lastExitId := curld, curld := @, cnt := cnt - 1 goto Idle;
end

The automaton has several variables:

» Variable nextId keeps track of the product id to use for the next product that enters the system.
The first product to enter the system gets id 0.

* Variable curId represents the product id of the product that is currently located at the INOUT
place. However, its value is irrelevant when there is no product at the INOUT place.

» Variable lastExitId keeps track of the last product that exited the system. Given that products
must enter and exit in FIFO order, and that the first product to enter gets id 0, lastExitId is
initialized to the largest possible product id.

* Variable cnt counts the number of products currently in the system. As initially there are no
products in the system, it is initialized to 0. The count is used to ensure MAX_NR_OF_PRODS can be
honored.

The automaton also has several locations. Initially the INOUT place is Idle, as it has no product.

A product may only enter (by event c_enter) if the maximum number of products is not yet
exceeded (cnt < MAX_NR_OF_PRODS). The product then gets assigned the next product id (curld :=
nextId), it being a newly entered product currently located at the INOUT place. As the next product
id has then been used, it will be incremented by one to ensure the next product again gets a unique
product id (nextId := (nextId + 1)). Given that the ProductId type only allows a finite number of



ids, we loop around to avoid overflow (mod MAX_NR_OF_PRODS). We also update the number of
products in the system (cnt := cnt + 1). The automaton then proceeds to its NewProduct location
(goto NewProduct).

In the NewProduct location, processing of a product may start (event c_start) by sending it (c_start!)
to the dispatcher (DISP). The product id is sent along (!curId) with this movement. After moving the
product to the dispatcher, the INOUT place no longer holds a product (goto Idle). The product id is
reset to zero (curId := 0). This is optional, but keeps the state space smaller, leading to more
efficient synthesis.

While Idle the INOUT place may receive a finished product (c_finished?) from the DONE place. The
product id of the currently present product is then updated to that of the received product (curld :=
7). The automaton then proceeds to the FinishedProduct location.

There the product may exit (event c_exit) the system. It then becomes the last product to have
exited the system (lastExitId := curld). There is then no longer a product at the INOUT place.
Again the product id is reset to zero (curld := 0) to keep the state space smaller for efficient
synthesis. As a product has left the system, the counter is also updated (cnt := cnt - 1).

The Idle location is also a marked location. This specifies that the INOUT place must always be able
to become idle again. Through similar markings in the other places also the system as a whole must
always be able to become idle again.

The other places

For brevity, we’ll not explain the remaining places in as much detail as the INOUT place. We’ll
discuss each automaton for each place briefly:

» The dispatcher (DISP) receives products (c_start?) from the INOUT place. It forwards them to
either the first (OP1) or second (OP2) operator, with c¢_do1!curId or c_do2!curld, respectively.

* The operators (OP1 and OP2) simply receive a product from the dispatcher (DISP) and forward
it to the checker (CHK), after some processing.

* The checker (CHK) receives a product from one of the operators (c_done1?, c_done2?). It then
determines whether the product was successfully processed (u_success) or processing has failed
(u_failed). It forwards successfully processed products to the DONE place by c_leave, while
failed products are sent back to the dispatcher (DISP) by c_redo.

* The DONE place simplify forwards products from the checker (CHK) to the INOUT place.

The FIFO requirement

With the plants specified, we specify the requirement (file fifo.plants_and_requirements.cif). We
specify it in a separate file, to allow using the plant model for both synthesis and simulation, as
described later in this section.

First, we import into this file the entire plant specification:



import "fifo.plants.cif";

The requirement was given in natural language as:
* Products must enter and exit the system in FIFO order.

We can easily model it as follows, using a requirement invariant:

requirement FIFO: INOUT.FinishedProduct => INOUT.curId = ((INOUT.lastExitId + 1) mod
MAX_NR_OF _PRODS);

If the INOUT place has a finished product (is in its FinishedProduct location), then a product is about
to exit the system. We know the product id of the last product that exited (INOUT.lastExitId) and the
product id of the product currently situated at the INOUT place (INOUT.curId). Products that enter
the system get an id that is one higher than the previous product that entered (modulo the
maximum number of products). The FIFO property can thus be ensured by requiring that when a
product exits, it also has an id one higher than the last product that exited (again modulo the
maximum number of products). From this, requirement FIF0 follows directly.

Performing synthesis

We can automatically compute a supervisory controller by applying supervisory controller
synthesis. For this, we’ll use the CIF data-based synthesis tool.

To be able to perform synthesis with the push of a button, a script is provided (file
do1_synthesize.tooldef):

from "lib:cif" import *;
mkdir("generated", force=true);

cifdatasynth("fifo.plants_and_requirements.cif --forward-reach=true -mdebug -o
generated/fifo.synthesized.cif");

It first imports the CIF tools. Then it ensures that directory named generated exists. It is thus created
if it does not yet exist. Lastly, it invokes the CIF data-based synthesis tool on the file that contains
the plants and requirements. It configures some options. Forward reachability is enabled for
simpler resulting control conditions. It also enables debug output to be printed to the console,
allowing to see what synthesis has done. Finally, it specifies that the synthesis result is to be saved
to the fifo.synthesized.cif file in the generated directory.

To execute the script, right click it an choose Execute ToolDef or select the file and press F10.



Simulation model

To validate the system controlled by the synthesized supervisor, it can be useful to simulate it. We
therefore specify a simulation model (file fifo.simulation.cif).

This model first imports the synthesized supervisor:

import "generated/fifo.synthesized.cif";

It then specifies an SVG image to be used for visualization of the system:

svgfile "fifo.svg";

The bulk of the specification consists of CIF/SVG output mappings that map the state of the plant
model to properties of elements of the SVG image. Some of them ensure that text labels have the
correct text, others ensure that boxes have the correct fill color, etc. Here are some examples:

svgout id "max-nr-of-prods" text value <string>MAX_NR_OF_PRODS;
svgout id "inout-cur-txt"  text value if INOUT.Idle: "-" else
<string>INOUT.curId end;

svgout id "inout" attr "fill" value if INOUT.Idle: COLOR_IDLE else
COLOR_BUSY end;

svgout id "chk-rs1t" attr "visibility" value if CHK.Idle: "hidden" else
"visible" end;

svgout id "chk-rs1t" attr "fill" value switch CHK:

case Idle: COLOR_IDLE

case Busy: COLOR_BUSY

case Success: COLOR_SUCCESS

case Failure: COLOR_FAILURE
end;

By using CIF/SVG input mappings, certain elements of the SVG image can be clicked to trigger
events in the model. Here are some examples:

svgin id "enter" event c_enter;
svgin id "start" event c_start;
svgin id "finished" event c_finished;
svgin id "exit" event c_exit;

The following figure shows a potential visualization of the state of the system during a simulation:



Max nr. of products: 5
Last entered product id: 1
Last exited product id: n/a
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A place is gray if there is no product. The smaller box next to it is then also gray and indicates -, for
no product. An occupied place is blue, with its smaller indicating the product id of the product that
is present.

For the checker (CHK) a second small box is present. It is hidden if there is no product at the
checker. If a product is present for which a check has not yet been done, then the box is blue and
has a question mark. If the check has completed and the product was processed successfully, then
the box is green and has a tick mark. If processing the product failed, then the box is red with a
cross mark.

At the top left some additional information is provided. It indicates the maximum number of
products that may be in the system, as configured via MAX_NR_OF_PRODS. It further indicates the
product id of the last product that entered the system, or n/a if no product has entered the system
yet. Finally, it indicates the product id of the last product that existed, as indicated by
INOUT.1lastExitId, or n/a if no product has exited thus far.

It can not be determined from the plant whether any products have entered or exited thus far, nor
what is the product id of the last product that entered. To ensure this information is available to be
used in the CIF/SVG output mappings, a monitor automaton is added to the simulation model that
keep tracks of this information:

automaton monitors:
disc bool anyInput = false;
disc bool anyQutput = false;
disc ProductId lastEnterId = 0;

location:
initial;
edge c_enter do anylnput :
edge c_exit do anyOutput :
end

true, lastEnterId := INOUT.nextId;
true;

As products enter (event c_enter) or exit (event c_exit) the variables are updated as needed. The



variables are used in the CIF/SVG output mappings.

The labeled arrows in the figure can be clicked to trigger their corresponding events. For example,
clicking the arrow labeled with enter triggers event c_enter. When an arrow is clicked and the
corresponding event is not enabled, a warning will be printed to the console.

Simulating the supervised system
Similar to having a script to perform synthesis, a script is present to perform simulation (file
do2_simulate.tooldef):

from "lib:cif" import *;

cifsim("fifo.simulation.cif -i svg --frame-rate=30");
This script also imports the CIF tools. It then starts the CIF simulator. It configures some of the
simulator’s options, among others to indicate the simulation model to simulate.

Start the script as before. Simulation will start and show the visualization.

Manually modeled supervisor

The example project also contains two other scripts. They can be used to check whether a manually
modeled supervisor (file fifo.manually_modeled_supervisor.cif) has the same behavior as the
synthesized supervisor. The first script (file do3_chk_cif.tooldef) performs this check using various
CIF tools only. The second script (file do3_chk_mcr12.tooldef) performs the same check using mCRL2.

Normally, one would not manually model the supervisor, and thus also not perform such checks.
However, for this example we include them, as they may prove illustrative.

Code generation

Finally, from the synthesized supervisor an implementation of the controller may be automatically
generated. CIF has tools to generate code for several programming languages.

1.5. Challenges in applying synthesis-based
engineering

A synthesis-based engineering approach has many advantages over a more traditional engineering
approach. However, there can be challenges when embedding such a new approach into industrial
practice. It is essential to be aware of them, and manage them explicitly.

Most of the challenges that apply to a synthesis-based engineering approach also apply to other
model-based engineering approaches, including verification-based engineering.

The following challenges are discussed:

* Change in way-of-working



* Tool support

1.5.1. Change in way-of-working

The use of model-based engineering, the modeling of behavioral specifications and control
requirements, and the use of formal techniques such as supervisory controller synthesis, requires a
certain mindset, knowledge and skills. It is important that personnel with the appropriate
knowledge and expertise is present in a company. Having a team of properly trained and
experienced experts that can assist with and steer the introduction of new techniques is essential. If
a company does not have such experts, they could hire them. However, training and retraining for
(part of) the existing personnel is often also required.

Furthermore, model-based engineering partly also requires a different way of working compared
to traditional engineering approaches. It is important to understand the effects on the company’s
development process, as well as its culture. The various pros and cons must be evaluated, and any
impediments must be identified and addressed.

A transition like this will not happen in a day. Sharing experiences with other parties that have
gone through a similar transition and/or are going through one can be of great benefit. Another
way to reduce the risks is contracting an external party to help guide the process.

Furthermore, risks can be reduced by step by step introducing the changes to the development
process, introducing more and more elements of model-based, verification-based and synthesis-
based engineering. This way models become more and more leading, throughout the development
process. For instance, you could follow these steps:

1. Start modeling (the requirements): Increase the quality of requirements by specifying them
formally in a model-based way, during early development phases. This can already be
combined with for instance simulation, to produce unambiguous specifications, leading to less
mistakes and reduced rework. In this first step, the resulting requirements can still be put in a
document and implemented manually.

2. Models as single source of truth: Formally but manually specify the controller model in a
model-based way, based on the formal requirements. From the model, automatically generate
the controller code. This is a step towards making the model the single source of truth.

3. Embrace formal methods: In this step, employ more formal methods to go beyond simulation
and testing. Use formal methods that have more guarantees on completeness. For instance, use
formal verification to guarantee that all specified requirements are satisfied in every
conceivable situation. At the end of this step, you could fully adopt model-based and
verification-based engineering.

4. Adopt synthesis-based engineering: Use supervisory controller synthesis, and fully adopt
synthesis-based engineering.

1.5.2. Tool support

Synthesis-based engineering requires tool support to model plants and requirements, to synthesize
supervisors, perform simulation, generate code, etc. Given that automation and computer-aided
design are core principles, this is simply not feasible without appropriate tool support. Companies
should consider various aspects regarding the tools they use, such as the following:



Tools ideally support as much of the development process of supervisory controllers as possible.
» Consider how to integrate the synthesized supervisors into the system.
* Consider how active the community around the tool is.
* Consider whether commercial support is available.
The selected tools should also be used in the right way. For instance, naively applying synthesis and
trying to obtain a single monolithic supervisor for larger and more complex systems will likely not

scale very well. Employing the proper techniques for the given situation is essential to mitigate
such concerns.



Chapter 2. Language tutorial

This tutorial introduces the CIF language. It explains the general idea behind the concepts of the
language, and shows how to use them, all by means of examples. The tutorial is focused on giving a
short introduction to CIF, and does not cover all details. It is recommended reading for all CIF users.

2.1. Introduction

CIF is primarily used to create models of physical systems and their controllers, describing their
behavior. However, CIF is a general-purpose modeling language, and can be used to model
practically anything, ranging from physical real-world systems to abstract mathematical entities.

CIF supports discrete event models, that are mostly concerned with what happens, and in which
order. CIF also supports timed systems, where timing plays an explicit role, and hybrid systems,
which combine the discrete events with timing. This makes CIF suitable for modeling of all kinds of
systems.

The CIF tooling puts a particular focus on supporting the entire development process of controllers.
However, just as the CIF language, the CIF tooling can be applied much more generally. The tooling
allows among others specification, supervisory controller synthesis, simulation-based validation
and visualization, verification, real-time testing, and code generation.

CIF originally stood for Compositional Interchange Format for hybrid systems. As the language has
since evolved beyond its original purpose, the name 'CIF' is nowadays only used in its abbreviated
form.

2.2. Lessons

Several lessons are available, grouped into the following categories:

* Basics

* Data

» Types and values

» Scalable solutions and reuse (1/2)
* Time

* Channel communication

* Functions

» Scalable solutions and reuse (2/2)
 Stochastics

» SVG visualization and interaction

e Text



* Language extensions
The lessons introduce new concepts, one by one, and are meant to be read in the given order.
Basics

Automata

Explains automata, locations, events, edges, transitions, and more.

Synchronizing events

Explains event synchronization, enabledness, traces, and state spaces.

Non-determinism

Explains multiple causes of non-determinism.

Alphabet

Explains alphabets for both individual automata and entire specifications.

Event declaration placement

Explains the placement of event declarations.

Shorter notations

Explains several shorter notations, including self loops, declaring multiple events with a single
declaration, multiple events on an edge, and nameless locations.

Data

Discrete variables

Explains discrete variables, guards, and updates.

Discrete variable value changes

Explains how and when discrete variables can change value.

Location/variable duality (1/2)

Explains the duality between locations and variables using a model of a counter.

Location/variable duality (2/2)

Explains the duality between locations and variables using a model of a lamp.

Global read, local write

Explains the concepts of global read and local write.

Monitoring

Explains monitoring, self loops, and monitor automata.

Old and new values in assignments

Explains old and new values of variables in assignments, multiple assignments, and the order of
assignments.



The tau event

Explains the tau event.

Initial values of discrete variables

Explains initialization of discrete variables, including the use of default values and multiple
potential initial values.

Initialization predicates

Explains initialization in general, and initialization predicates in particular.

Using locations as variables

Explains the use of locations as variables.

State (exclusion) invariants

Explains state (exclusion) invariants.

State/event exclusion invariants

Explains state/event exclusion invariants.
Types and values

Types, values, and expressions

Explains the concepts of types, values, and expressions, as an introduction for the other lessons
in this category.

Values overview

Provides an overview of the available values, and divides them into categories.

Integers

Explains integer types, values, and commonly used expressions.

Ranged integers

Explains ranged integers.

Reals

Explains real types, values, and commonly used expressions.

Booleans

Explains boolean types, values, and commonly used expressions.

Strings

Explains string types, values, and commonly used expressions.

Enumerations

Explains enumeration types, values, and commonly used expressions.

Tuples

Explains tuple types, values, and commonly used expressions.



Lists

Explains list types, values, and commonly used expressions.

Bounded lists and arrays

Explains bounded lists, arrays, and their relations with regular lists.

Sets

Explains set types, values, and commonly used expressions.

Dictionaries

Explains dictionary types, values, and commonly used expressions.

Combining values

Explains how to combine values of different types.

If and switch expressions

Explains if and switch expressions.
Scalable solutions and reuse (1/2)

Constants

Explains the use of constants.

Algebraic variables

Explains the use of algebraic variables.

Algebraic variables and equations

Explains the use of equations to specify values of algebraic variables.

Type declarations

Explains the use of type declarations.
Time

Timing

Introduces the concept of timing.

Continuous variables

Explains the use of continuous variables.

Continuous variables and equations

Explains the use of equations to specify values of continuous variables.

Equations

Show the use of equations for both continuous and algebraic variables, by means of an example
of a non-linear system.
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Variables overview

Provides an overview of the different kinds of variables in CIF, and their main differences.

Urgency

Explains the concept of urgency, as well as the different forms of urgency.

Deadlock and livelock

Explains the concepts of deadlock and livelock.
Channel communication

Channels

Explains point-to-point channels and data communication.

Dataless channels

Explains void channels that do not communicate any data.

Combining channel communication with event synchronization

Explains how channel communication can be combined with event synchronization, further
restricting the communication.

Functions

Functions

Introduces functions, and explains the different kind of functions.

Internal user-defined functions

Explains internal user-defined functions.

Function statements

Explains the different statements that can be used in internal user-defined functions.

Functions as values

Explains using functions as values, allowing functions to be passed around.
Scalable solutions and reuse (2/2)

Automaton definition/instantiation

Explains using automaton definition and instantiation for reuse.

Parametrized automaton definitions

Explains parametrized automaton definitions.

Automaton definition parameters

Explains the different kinds of parameters of automaton definitions.

Groups

Explains hierarchical structuring using groups.



Group definitions

Explains groups definitions and parametrized group definitions.

Imports

Explains splitting CIF specifications over multiple files using imports.

Imports and libraries

Explains how to create libraries that can be used by multiple CIF specifications using imports, as
well as how to use imports to include CIF specifications from other directories.

Imports and groups

Explains how imports and groups interact.

Namespaces

Explains namespaces, and how they can be used together with imports.

Input variables

Explains input variables, how they can be used for coupling with other models and systems, and
their relation to imports.

Stochastics

Stochastics

Introduction to stochastic distributions, which allow for sampling, making it possible to produce
random values.

Discrete, continuous, and constant distributions

Explains the different categories of stochastic distributions: discrete, continuous, and constant
distributions.

Pseudo-randomness

Explains how computers implement stochastics using pseudo-random number generators, and
how this affects the use of stochastics in CIF.

SVG visualization and interaction

SVG visualization

Introduction to SVG visualization, which allows to connect an image to a CIF model and update
the image based on the state of the model.

First example

A first simple example of SVG visualization.

Inkscape

Explains how to use the Inkscape drawing program to edit SVG images.

Sun/moon example

An example of using groups of SVG objects, as well as controlling the visibility of objects based



on the current locations of automata.

Walk example

An example of of using groups of SVG objects, positioning them, and changing their position
using an output mapping, as well as using the scale standard library function, text formatting,
multiple values in an output mapping, and multiple format specifiers in a format pattern.

Rate example

An example of using literal values in output mappings, as well using simple solution to solve
visualization problems.

Workstation example

An example of fixed-value and clock-based object widths, changing the fill color of objects,
updating multiple attributes of an SVG object, specifying colors in SVG, and improving scalability
by reusing mappings.

Tank example

An example of using the scale standard library function, as well as how inverting the y-axis can
reduce the number of output mappings.

Lamps example

An example of hierarchical scalability of SVG images by reusing mappings, as well as copying
elements and moving them to the desired position.

Buffers/products example

Another example of hierarchical scalability of SVG images by reusing mappings, as well as
copying (copied) elements and moving them to the desired position.

SVG interaction

Explains how to extend a model to couple it to an image for interaction via a visualization.
Text

Print output

Introduces print output by means of print declarations, which allows to print custom text from
the model at runtime, either to the console or to a file.

Print output examples

Explains print output by means of examples.

Text formatting

Explains text formatting by means of examples.
Language extensions

Supervisory controller synthesis

Explains how to extend a model to make it suitable for supervisory controller synthesis.



Annotations

Explains how to annotate elements of the specification with extra information.

2.3. Basics

2.3.1. Automata

CIF models consist of components. Each of the components represents the behavior of a part of the
system. Components can be modeled as automata, which form the basis of CIF. The following CIF
specification, or CIF model, shows a simple automaton:

automaton lamp:
event turn_on, turn_off;

location on:
initial;
edge turn_off goto off;

location off:
edge turn_on goto on;
end

The automaton is named lamp, and not surprisingly represents the (discrete) behavior of a lamp.

Automaton lamp declares two events, named turn_on and turn_off. Events model things that can
happen in a system. They represent changes. For instance, the turn_on event indicates that the lamp
is being turned on. It represents the change from the lamp being off to the lamp being on. The event
declaration in the lamp automaton declares two events. The event declaration only indicates that
these events exist, it does not yet indicate when they can happen, and what the result of them
happening is.

All automata have one or more locations, which represent the mutually exclusive states of the
automaton. The lamp automaton has two locations, named on and off. Automata have an active or
current location. That is, for every automaton one of its location is the active location, and the
automaton is said to be in that location. For instance, the lamp automaton is either in its on location,
or in its of f location.

Initially, the lamp is on, as indicated by the initial keyword in the on location. That is, the on
location is the initial location of the 1amp automaton. The initial location is the active location of the
automaton, at the start of the system.



In each location, an automaton can have different behavior, specified using edges. An edge
indicates how an automaton can change its state, by going from one location to another. Edges can
be associated with events, that indicate what happened, and thus what caused the state change. In
each location, only the behavior specified by its edges is possible, for that automaton. No other
behavior is possible.

The lamp automaton has an edge with the turn_off event, in its on location, going to the off location.
Whenever the lamp is on, the lamp automaton is in its on location. Whenever the lamp is turned off,
the turn_off event happens. The edge with that event indicates what the result of that event is, for
the on location. In this case the result is that the lamp will then be off, which is why the edge goes to
the off location.

The lamp automaton can go from one location to another, as described by its edges. This is referred
to as 'performing a transition', 'taking a transition’, or 'taking an edge'. The lamp automaton can keep
performing transitions. The lamp can be turned on, off, on again, off again, etc. This can go on
forever.

2.3.2. Synchronizing events

The power of events is that they synchronize. To illustrate this, consider the following CIF
specification:

automaton producer:
event produce, provide;

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

The automaton represents a producer that produces products, to be consumed by a consumer. The
producer automaton starts in its producing location, in which it produces a product. Once the
product has been produced, indicated by the produce event, the automaton will be in its idle
location, where it waits until it can provide the produced product to the consumer. Once it has
provided the product to the consumer, it will once again be producing another product. Consider
also the following continuation of the above specification:

automaton consumer:
event consume;

location idle:



initial;
edge producer.provide goto consuming;

location consuming:
edge consume goto idle;
end

This second automaton represents a consumer that consumes products. The consumer is initially
idle, waiting for a product from the producer. Once the producer has provided a product, the
consumer will be consuming. Once it has consumed the product, as indicated by the occurrence of
the consume event, it will become idle again.

The specification has three events, the produce and provide events declared in the producer
automaton, and the consume event declared in the consumer automaton. The consumer automaton, in
its idle location, has an edge that refers to the provide event declared in the producer automaton. As
such, that edge and the edge in the idle location of the producer automaton, refer to the same event.

Synchronization

Events that are used in multiple automata, must synchronize. That is, if one of those automata
performs a transition for that event, the other automata must also participate by performing a
transition for that same event. If one of the automata that uses the event can not perform a
transition in its current location, none of the automata can perform a transition for that event.

Now, lets take a closer look at the behavior of the producer/consumer example. Initially, the
producer automaton is in its producing location, and the consumer automaton is in its idle location.
Since the producer is the only automaton that uses the produce event, and there is an (outgoing) edge
in its current location for that produce event, the producer can go to its idle location by means of
that event.

Both the producer and consumer use the provide event. The producer has no edge with that event in its
producing location, while the consumer does have an edge for that event in its idle location. Since
events must synchronize, and the producer can not participate, the event can not occur at this time.
This is what we expect, as the producer has not yet produced a product, and can thus not yet provide
it to the consumer. The consumer will have to remain idle until the producer has produced a product
and is ready to provide it to the consumer.

The producer blocks the provide event in this case, and is said to disable the event. The event is not
blocked by the consumer, and is thus said to be enabled in the consumer automaton. In the entire
specification, the event is disabled as well, as it is disabled by at least one of the automata of the
specification, and all automata must enable the event for it to become enabled in the specification.

The only behavior that is possible, is for the producer to produce a product, and go to its idle
location. The consumer does not participate and remains in its idle location. Both automata are then
in their idle location, and both have an edge that enables the provide event. As such, the provide
event is enabled in the specification. As this is the only possible behavior, a transition for the
provide event is performed. This results in the producer going back to its producing location, while at



the same time the consumer goes to its consuming location.

In its producing location, the producer can produce a product. Furthermore, in its consuming location,
the consumer can consume a product. Two transitions are possible, and CIF does not define which one
will be performed. That is, either one can be performed. No assumptions should be made either
way. In other words, both transitions represent valid behavior, as described by this specification.
Since only one transition can be taken at a time, there are two possibilities. Either the producer
starts to produce the product first, and the consumer starts to consume after that, or the other way
around.

Traces and state spaces

Once both transitions have been taken, we are essentially in the same situation as we were after the
producer produced a product the first time, as both automata will be in their idle locations again.
The behavior of the specification then continues to repeat forever. However, for each repetition
different choices in the order of production and consumption can be made.

During a single execution or simulation, choices are made each time that multiple transitions are
possible. The sequence of transitions that are taken is called a trace. Examples of traces for the
producer/consumer example are:

e produce — provide — produce — consume — provide — produce — consume - ...

* produce — provide — produce — consume — provide — consume — produce - ...

* produce — provide — consume — produce — provide — produce — consume - ...

* produce — provide — consume — produce — provide — consume — produce — ...

The traces end with ... to indicate that they are partial traces, that go beyond the part of the trace
that is shown. These four traces however, cover all the possibilities for the first seven transitions.

All possible traces together form the state space, which represents all the possible behavior of a
system. For the producer/consumer example, the state space is:
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Here the circles represent the states of the specification, which are a combination of the states of
the two automata. The labels of the circles indicate the state, as a combination of the first letters of
the locations of the automata. The initial state is labeled p/i, as initially automaton producer is in its
producing (p) location, and the consumer is in its idle (i) location. The arrows indicate the transitions,
and are labeled with events. The state space clearly shows the choices, as multiple outgoing arrows
for a single state. It also makes it clear that as we move to the right, and make choices, we can make
different choices for different products. Since the behavior keeps repeating itself, the state space
ends with ... to indicate that only a part of the state space is shown.



However, we can also show the entire behavior of the specification. Essential here is that the state
space shown above has duplicate states. That is, several states have the same label, and allow for
the same future behavior. By reusing states, a finite representation of the state space can be made,
which shows the entire possible infinite behavior of the producer/consumer specification:
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Concluding remarks

By using multiple automata, the producer and consumer were modeled independently, allowing for
separation of concerns. This is an important concept, especially when modeling larger systems. In
general, the large system is decomposed into parts, usually corresponding to physical entities. Each
of the parts of the system can then be modeled in isolation, with little regard for the other parts.

By using synchronizing events, the different automata that model different parts of a system, can
interact. This allows for modeling of the connection between the different parts of the system,
ensuring that together they represent the behavior of the entire system.

2.3.3. Non-determinism

Depending on the context in which it is used, non-determinism can mean different things. One
definition is having multiple possible traces through the state space of a system. Another definition
is having multiple possible transitions for a certain event, for a certain state. Different communities
also use different definitions, and some communities only use one of the definitions, and use a
different name to refer to the other concept.

Non-determinism between events

One cause of non-determinism is that multiple events are enabled, leading to multiple possible
transitions. In other words, there are multiple possible traces through the state space. During the
lesson on synchronizing events, we already encountered this form of non-determinism, as
transitions for the produce and consume events could be performed in arbitrary order.

Non-determinism for single event

Another cause of non-determinism is the presence of multiple outgoing edges of a single location
for the same event. This can lead to multiple possible transitions for a that event, for a single state.
For instance, consider the following CIF specification:

automaton coin:
event toss, land, pick_up;

location hand:



initial;
edge toss goto air;

location air:
edge land goto ground;

location ground:
edge pick_up goto hand;
end

automaton outcome:
location unknown:
initial;
edge coin.land goto heads; // First way to land.
edge coin.land goto tails; // Second way to land.

location heads:
edge coin.pick_up goto unknown;

location tails:
edge coin.pick_up goto unknown;
end

The coin automaton represents a single coin. Initially, it is in the hand of a person. That person can
toss the coin up into the air, eventually causing it to fall and 1and on the ground. It can be picked up
(event pick_up), causing it to once again be in the hand of a person.

The outcome automaton registers the outcome of the coin toss. Initially, the outcome is unknown.
Whenever the coin is tossed, it lands (event land from automaton coin) on the ground with either
the heads or tails side up. The unknown location of the outcome automaton has two edges for the same
event. This leads to two possible transitions, one to the heads location, and one to the tails location.
This is a non-deterministic choice, as the model does not specify which transition is chosen, or even
which choice is more likely.

In both the heads and tails locations, the coin can be picked up again, making the outcome unknown.
The coin can be tossed again and again, repeating the behavior forever. The following figure shows
the state space of this specification:

p"tﬂk-up g/h
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The states are labeled with the first letters of the current locations of the two automata.


https://en.wikipedia.org/wiki/Coin_toss

2.3.4. Alphabet

The lesson on synchronizing events described how events that are used in multiple automata
exhibit synchronizing behavior. That is, if the event is used in multiple automata, they must all
enable that event in order for a transition to be possible. If one of them can not perform the event,
the event is disabled, and none of the automata can perform a transition for that event.

Whether an automaton participates in the synchronization for a certain event, is determined by its
alphabet. The alphabet of an automaton is the collection of events over which it synchronizes.

Default and implicit alphabets

By default, the alphabet of an automaton implicitly contains all the events that occur on the edges
of the automaton. For instance, consider the following CIF specification (the producer/consumer
example from the lesson on synchronizing events):

automaton producer:
event produce, provide;

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

automaton consumer:
event consume;

location idle:
initial;
edge producer.provide goto consuming;

location consuming:
edge consume goto idle;
end

The alphabet of the producer automaton contains the events produce and provide, as both occur on
edges of that automaton. The alphabet of the consumer automaton contains the events
producer.produce and consume.



Explicit alphabet

It is possible to explicitly specify the alphabet of an automaton, as follows:

event provide;

automaton producer:
event produce;

alphabet produce, provide; // Alphabet explicitly specified.

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

The alphabet keyword is followed by the events that comprise the alphabet of the automaton,
separated by commas. In this case, the alphabet contains the produce and provide events. Since this
explicitly specified alphabet is exactly the same as the default alphabet, it could just as easily be
omitted.

Non-default alphabet

The alphabet is allowed to be empty, which can be explicitly specified as follows:

alphabet; // Empty alphabet. Automaton doesn't synchronize over any events.

However, the alphabet of an automaton must at least contain the events that occur on the edges of
an automaton. That is, it must at least contain the default alphabet.

It may however also contain additional events. Since there are no edges for those additional events,
the automaton can never enable those events, and thus always disables them. If a single automaton
disables an event, and since it must always participate if it has that event in its alphabet, this means
that the event becomes globally disabled in the entire specification. Having such additional events
in the alphabet leads to a warning, to inform about the potential undesired effects of globally
disabling events in this manner.

Implicit vs explicit

It should be clear that for most automata, the implicit default alphabet suffices. There are however
reasons for explicitly specifying the default alphabet. For large automata, it can improve the
readability, as the explicit alphabet makes it easy to determine the alphabet of the automaton,



without having to look at all the edges.

The need to explicitly specifying a non-default alphabet rarely occurs. However, several tools
generate CIF specifications with explicit alphabets.

2.3.5. Event declaration placement

Consider the following CIF specification (the producer/consumer example from the lesson on
synchronizing events):

automaton producer:
event produce, provide;

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

automaton consumer:
event consume;

location idle:
initial;
edge producer.provide goto consuming;

location consuming:
edge consume goto idle;
end

The specification could also be specified as follows:

automaton producer:
event produce, provide, consume; // Declaration of event 'consume' moved.

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

automaton consumer:
location idle:
initial;
edge producer.provide goto consuming;



location consuming:
edge producer.consume goto idle; // Event 'consume' from 'producer’.
end

The consume event is now declared in the producer automaton rather than the consumer automaton,
but the locations and edges have not changed. This modified specification exhibits the same
behavior as the original.

It should be clear that while events can be declared in various places, it is best to declare them
where they belong. That is, the consume event is only used by the consumer automaton, and is thus
best declared in that automaton. Similarly, the produce event is only used by the producer
automaton.

The provide event however is used by both automata. In such cases the event is usually declared
where it is initiated. In the example above, the producer provides the product to the consumer, and
not the other way around. Therefore, the provide event is declared in the producer automaton,
rather than in the consumer automaton.

However, the modeler is free to choose the best place to declare the event. If no choice can be made
between the automata, the event can also be declared outside the automata, as follows:

event provide; // Event 'provide' now declared outside the automata.

automaton producer:
event produce;

location producing:
initial;
edge produce goto idle;

location idle:
edge provide goto producing;
end

automaton consumer:
event consume;

location idle:

initial;

edge provide goto consuming; // Can directly refer to 'provide' event.
location consuming:

edge consume goto idle;
end

This specification also has the same behavior. Only the placement of the event declarations has
changed.



The place where an event is declared is of no influence to the implicit (default) alphabets of the
automata. The implicit alphabet of an automaton is determined solely based on the events that
occur on the edges of that automaton.

2.3.6. Shorter notations

This lessons explains several short notations, that can be used for easier modeling, can reduce the
size of the specification, and make specifications easier to read. The following topics are discussed:

 Selfloop

* Declaring multiple events with a single declaration

Multiple events on an edge

¢ Nameless location

Self loop

A self loop is an edge that goes to the location from which it originated. Consider the following
example:

automaton a:
event e;

location x:
edge e goto x;
end

The edge in location x of automaton a goes to location x. The effect of the e event is that automaton a
remains in its x location. A self loop can be used to allow a certain event, essentially ignoring it for
that location.

The following short notation can be used for self loops:

automaton a:
event e;

location x:
edge e; // Goto omitted for self loop.
end

The goto part of the edge can be omitted for self loop. This can help make the model easier to read,
as the resulting location does not have to be checked against the source location of the edge, to see
whether they match.



Declaring multiple events with a single declaration

Several of the previous lessons already showed that multiple events can be declared using a single
event declaration:

event a, b, c¢; // Single declaration declares multiple events.

This is equivalent to using multiple event declarations that each declare a single event:

event a; // Multiple declarations each declare a single event.
event b;
event c;

Using a single declaration to declare multiple events can help reduce the length of a specification.

Multiple events on an edge

Consider the following CIF specification:

automaton a:
event e, f;

location loc:
edge e goto loc; // Two edges that only differ in the event.
edge f goto loc;
end

This can also be written more compactly, as follows:

automaton a:
event e, f;

location loc:
edge e, f goto loc; // Edge with two events.
end

An edge with two or more events means exactly the same as having individual edges for the
different events. That is, a choice is made between them. It does not specify that event f can only
happen after event e has already happened. Both automata thus have the exact same behavior.



Nameless location

Several of the examples above show automata with a single location. For such automata, the name
of the location is optional:

automaton a:
event e;

location:

edge e;
end

Since the location has no name, there is no way to refer to it in a goto, and thus only self loop edges
can be used. Leaving out the name prevents having to come up with a dummy name, which can
clutter the specification.

2.4. Data

2.4.1. Discrete variables

This lesson introduces discrete variables. Consider the following specification:

automaton counter:
event increment, decrement;

disc int count = 3;

location:
edge decrement when count > @ do count := count - 1;
edge increment when count < 5 do count := count + 1;

end

The counter automaton can be used to count certain things. The increment and decrement events are
used to change the count. The count itself is stored in a variable named count. CIF has several
different types of variables. Here, we use a discrete variable, as indicated by the disc keyword. The
variable has an int data type, meaning it can have integer numbers as its value. It is initialized to
value 3.

The automaton has two edges, one for the increment event, and one for the decrement event. The
edge for the decrement event has a guard that indicates under which circumstances the event can
take place. The condition is indicated using the when keyword. In this case, the guard ensures that
the count can only be decremented if it is currently positive. The guard of the edge for the increment
event indicates that the count can only be incremented as long as it is less than five. In general, a
guard must hold in the source location of the edge, for the edge to be enabled, and a transition to be
possible. If the guard is not specified, it defaults to true, which always holds and does not restrict
the edge in any way.



Both edges also have updates, indicated using the do keyword. Updates can be used to specify the
effect of the transition on variables. In this case, the updates assign a new value to the count
variable that is one less or one more than the current value. That is the value of the count variable
is decremented or incremented by one.

This specification represents a counter that can be repeatedly incremented and decremented by
one, and ensures that the value of variable count is always at least zero and at most five.

The state space of the counter automaton is as follows:

increment increment increment 'L increment increment
0 1 2 3 4 5
decrement decrement decrement decrement decrement

2.4.2. Discrete variable value changes

Discrete variables can only change value by explicitly assigning them a new value in the do part of
an edge. If an edge does not assign a value to a discrete variable, that variable keeps its current
value. Consider the following CIF specification:

automaton lamp:
event turn_on, turn_off;

disc int count = 0;

location off:
initial;
edge turn_on do count := count + 1 goto on;

location on:
edge turn_off goto off;
end

This is the same lamp automaton as used in the lesson on automata, but with a count variable added.
This variable is used to count the number of times that the lamp has been turned on. The edge for
the turn_on event increments the value of the variable by one, each time the lamp is turned on.

The edge for the turn_off event does not assign a value to a variable, so variable count keeps its
value when the lamp is turned off.

The state space of this specification is:

turn_on turn_off turn_on turn_off turn_on turn_off
on/3 off /3 — ..

—» off/0 on/1 off/1 on/2 off/2

The states are labeled with the name of the current location of automaton lamp and the current
value of variable count.



2.4.3. Location/variable duality (1/2)

The lesson that introduces discrete variables, uses an example of a counter. The actual count was
modeled using a variable:

automaton counter:
event increment, decrement;

disc int count = 3;

location:
edge decrement when count > @ do count := count - 1;
edge increment when count < 5 do count := count + 1;

end

It is also possible to use multiple locations instead of a variable:

automaton counter:
event increment, decrement;

location zero:
edge increment goto one;

location one:
edge decrement goto zero;
edge increment goto two;

location two:
edge decrement goto one;
edge increment goto three;

location three:
initial;

edge decrement goto two;
edge increment goto four;

location four:
edge decrement goto three;
edge increment goto five;

location five:
edge decrement goto four;
end

This alternate model has the same behavior, in that it models a counter that can be incremented an
decremented in steps of one, and the value is kept at least zero, and at most five. The variant with
the variable however, is shorter and more intuitive. It is also easier to change to the count < 5



guard to count < 100 than it is to add dozens of additional locations and edges. In this case, using a
variable is preferable to using multiple locations.

2.4.4. Location/variable duality (2/2)

The lesson that introduces automata, used an example of a lamp:

automaton lamp:
event turn_on, turn_off;

location on:

initial;

edge turn_off goto off;
location off:

edge turn_on goto on;
end

The automaton uses two locations to keep track of the current state of the lamp. Instead of two
locations, it is also possible to use a variable:

automaton lamp:
event turn_on, turn_off;

disc bool on = true;

location:
initial;
edge turn_on when not on do on := true;
edge turn_off when on do on := false;
end

This alternate automaton uses a single variable named on. The data type of the variable is bool,
which means that the variable can only have one of two possible values: true or false. If variable on
has value true, the lamp is on, and if it has value false it is off. Initially, the lamp is on, as the initial
value of the variable is true. The automaton has only one location, with two edges. The first edge
indicates that the lamp can be turned on (event turn_on), only when it is not currently on (guard not
on), and then afterwards is on (variable on becomes true). Similarly, the second edge indicates that
the lamp can be turned off, only when it is currently on, and then afterwards is on.

Both models represent a lamp that is initially on, and can be turned off, on, off again, on again, etc,
repeating the behavior forever. Which approach is best depends on your preference, and on the
rest of the model. It is however also possible to use both locations and a variable:

automaton lamp:
event turn_on, turn_off;



disc bool on2 = true;
location on:

initial;

edge turn_off do on2 :

false goto off;

location off:
edge turn_on do on2 :
end

true goto on;

This automaton has the same behavior as the previous two automata. Variable on is renamed to on2,
as a variable can not have the same name as a location of that same automaton.

While it is possible to model a lamp like this, this automaton duplicates the information about
whether the lamp is on or off. This makes the automaton larger and more complex than it needs to
be. In general, it is usually better to choose either a variable, or multiple locations, to express
something, and not both. In several future lessons, we’ll see that combining multiple locations with
variables is useful, but not to express the same thing. Furthermore, an other future lesson explains
how to use a location as a variable.

2.4.5. Global read, local write

Discrete variables can only be declared in automata, and may only be assigned (given a value,
written) by that automaton. They may however be read globally. Consider the following CIF
specification:

automaton customer:
location:
initial;
edge queuel.enter when queuel.count <= queue2.count;
edge queue?.enter when queue2.count <= queuel.count;
end

automaton queuel:
event enter, leave;

disc int count = 0;

location:
initial;
edge enter when count < 2 do count := count + 1;
edge leave when count > @ do count := count - 1;

end

automaton queue?2:
event enter, leave;

disc int count = 0;



location:
initial;
edge enter when count < 2 do count :
edge leave when count > @ do count :

count + 1;
count - 1;

end

This specification models a supermarket, and features a customer and two queues. Customers
arrive and enter either of the queues. Eventually customers leave the queue.

Both queues (automata queuel and queue?) are identical, except for their names. They maintain the
count, which represents the number of customers in the queue. A queues is full if it contains two
customers. Customers can thus only enter a queue if less than two customers are present. Similarly,
it is only possible for a customer to leave a queue if there is a customer in the queue.

Customers decide to which queue they go, based on the number of customers already present in
those queues. A customer only enters the first queue if that queue has less than or the same
number of customers as the second queue. Similarly, a customer only enters the second queue if
that queue has less than or the same number of customers as the first queue. If the queues have the
same number of customers, the customer can choose either queue.

The enter event declared in the first queue (queuel) is used by both the customer automaton and the
queuel automaton. The event is thus only possible (enabled) if both automata can participate. Both
automata restrict the occurrence of the event using a guard. The event is thus only possible if both
guards hold. That is, a custom never enters the first queue if it is full, but it also never enters that
queue if it has more customers than the second queue.

The state space of this specification is as follows:
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The states are labeled with the counts of the first and second queues.

The customer automaton uses the values of the variables of the queue automata, and thus reads
variables of other automata. This is allowed, due to the global read concept of CIF. This concept
allows for short guards, that directly and intuitively represent the condition under which an event
may take place.

The global read concept should only be used when it is intuitive. In the supermarket example, the
customer can physically see how many customers are in the queues. It is therefore intuitive to
directly refer to the count variables of the queue automata. If however the customer would not be
able to physically observer the queues, then the customer would not be able to directly base its



decision of which queue to join, on that information. In that latter case, it may not be a good idea to
model the guard in such way.

The local write concept means that discrete variables can only be written by the automata in which
they are declared. It is not allowed for the customer and queue? automata to write (change the value
of) the count variable of the queuel automaton. Only the queuel1 automaton may write that variable.
The local write concept prevents that multiple automata write to the same variable, as part of a
synchronizing event, potentially causing conflicting values to be assigned to that variable. This
leads to several benefits, most notably simpler semantics.

2.4.6. Monitoring

This lesson explains the concept of monitoring. It is explained using the following CIF specification:

automaton producer:
event produce, provide_a, provide_b;

location producing:
initial;
edge produce goto idle;

location idle:
edge provide_a goto producing;
edge provide_b goto producing;
end

automaton detect_changeover:
disc int count = 0;

location start:
initial;
edge producer.provide_a goto a;
edge producer.provide_b goto b;

location a:
edge producer.provide_b do count :

count + 1 goto b;

location b:
edge producer.provide_a do count := count + 1 goto a;
end

The producer automaton represents a producer that can repeatedly produce a product, and provide
it to either consumer 'a’ (event provide_a) or consumer 'b' (event provide_b). The consumers are not
modeled.

The detect_changeover automaton detects consumer changes. That is, it detects and counts how
often the producer switching from providing consumer 'a' with products to providing consumer 'b'
with products, and vice versa. Initially, the automaton waits for the first product to be provided. It
goes to either location a or location b, depending on which consumer is provided that first product.



Whenever a product is then provided to the other consumer, the count is incremented by one to
account for the changeover taking place. This also switches the location to the location for the other
consumer, where once again the automaton waits for a changeover.

The monitoring problem

There is a problem with the detect_changeover automaton. In its a location, it disables the provide_a
event, as there is no edge for that event, and the automaton has that event in its (implicit) alphabet.
This means that after a product is provided to consumer 'a', no more products can be provided to
that same consumer, until the producer provides a product to the consumer 'b', and the automaton
switches to the corresponding b location. However, the idea is that the producer can provide
products to either consumer, at all times, as that is the way it is intended. The detect_changeover
automaton currently prevents behavior that is present in the producer, while it is only meant to
observe or monitor products being provided. The state space of the specification is:
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The states are labeled with the first letters of the names of the current locations of the automata.
Note how the i/a and i/b locations only have outgoing transitions for either the provide_a transition
or the provide_b transition.

Monitoring with self loops

A simple solution is to allow the disabled events:

automaton detect_changeover:
disc int count = 0;

location start:
initial;
edge producer.provide_a goto a;
edge producer.provide_b goto b;

location a:
edge producer.provide_a; // Added self loop.
edge producer.provide_b do count := count + 1 goto b;

location b:
edge producer.provide_a do count := count + 1 goto a;
edge producer.provide_b; // Added self loop.



end

The provide_a event has been added to an edge in the a location. The edge is a self loop, meaning the
current location of automaton detect_changeover does not change as a result of taking the edge. This
means that essentially the event is ignored by the detect_changeover automaton, as the edge also
has no updates. The state space of the modified specification is:
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Now, whenever the provide_a event is possible, the provide_b event is also possible, and vice versa,
just as in the producer automaton. The detect_changeover automaton no longer restricts the
occurrence of the events; it only monitors them.

Monitoring with monitor automata

An alternative to adding self loops, is to use a monitor automaton. A monitor automaton is an
automaton that monitors or observes one or more events. The events that it monitors, are never
blocked (disabled) by that automaton. For our producer/changeover example, we can turn the
detect_changeover automaton into a monitor automaton for the provide_a and provide_b events:

automaton detect_changeover:
monitor producer.provide_a, producer.provide_b; // Monitor instead of the self
loops.

disc int count = 0;
location start:
initial;
edge producer.provide_a goto a;

edge producer.provide_b goto b;

location a:
edge producer.provide_b do count :

count + 1 goto b;

location b:
edge producer.provide_a do count :
end

count + 1 goto a;

By default, automata don’t monitor any events. Using a monitor declaration with one or more
events, turns the automaton into a monitor automaton for those events. For the



producer/changeover example, the behavior with the monitor automaton is exactly identical to the
behavior of the specification with the self loops.

By omitting the events from the monitor declaration, an automaton monitors all events of its
alphabet:

monitor; // Monitor all events in the alphabet of the automaton.

For the producer/changeover, which has only the provide_a and provide_b events in its alphabet,
this would result in the same behavior as for the automaton that monitors the two events explicitly.

Using a monitor automaton instead of self loops has several advantages. A monitor declaration has
to be provided only once, while self loops often have to be added to several locations. Furthermore,
if the automaton is changed, it may be necessary to add or remove self loops, while the monitor
declaration can most often be kept as is.

2.4.7. 0ld and new values in assignments

This lesson explains old and new values of variables in assignments, multiple assignments, and the
order of assignments.

0Old and new values

Consider the following CIF specification:

automaton counter:
event increment;

disc int count = 0;

location:
initial;
edge increment do count := count + 1;
end

The counter automaton represents a counter that starts counting at zero, and can be incremented in
steps of one.

In assignments, the part to the left of the := is called the left hand side of the assignment, or the
addressable. The addressable is the variable that is assigned, and gets the new value. In the example
above, variable count is assigned a new value.

The part to the right of the := is called the right hand side of the assignment, or the (new) value. In
the example above, the new value is computed by taking the current or old value of variable count
and incrementing it by one.

In general, for variables used to compute the new value, always the old value of those variables are
used. The new values for variables after a transition, are always computed from the old values of



variables from before that transition.

Multiple assignments

It is allowed to update multiple variables on a single edge, leading to multiple variables getting a
new value as part of a single transition. For instance, consider the following CIF specification:

automaton swapper:
event swap;

disc int x =0, y = 0;
location:
initial;
edge swap do x =y, y i=x + 1;

end

The swapper automaton declares two variables, x and y. It keeps swapping the values of both
variables, each time increasing the value of y by one.

Initially, both variables have value zero. During the first swap, variable x gets the value of variable y.
Since the old values of the variables are used to compute the new values, variable x remains zero.
Variable y gets the old value of variable x, which is also zero, incremented by one. The result of the
first swap is that x remains zero and y becomes one.

During the second swap, x gets the value of variable y, which is then one. Variable y gets the value
of variable x, which was still zero before the second swap, incremented by one. Both variables are
thus one after the second swap.

During the third swap, x gets the value of variable y from after the second swap, and thus remains
one. Variable y becomes two.

The state space of this somewhat artificial example is as follows:
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The states are labeled with the values of variables x and y.

Assignment order

It is important to note that since the new values of the variables are computed from the old values
of the variables, assignments are completely independent of each other. In the example above,
variable x is assigned a new value in the first assignment, and variable x is also used to compute the
new value of variable y. However, the old value of variable x is used to compute the new value of
variable y. Therefore, the assignment to x, which indicates how x should be given a new value, has
no effect on the new value off y, as the old value of x is used for that, regardless of whether x is



assigned a new value.

Since assignments are independent of each other, the order of the assignments of the edge does not
matter. Consider the following alternative edge:

edge swap do y :=x + 1, x :=y;

The assignments to x and y have been reordered. The behavior of the specification does not change
as a result of this reordering.

Multi-assignments

CIF supports both multiple assignments as well as multi-assignments. To see the difference,
consider the following examples:

edge ... do x :

=y, y:i=x+1; // Multiple (two) assignments.
edge ... do (x, y) :=

(y, x + 1); // Single multi-assignment.

The first edge has multiple assignments, namely one assignment to variable x and one assignment
to variable y. The second edge has one assignment, that gives new values to variables x and y. Both
are identical, in that they have the same affect: variable x is given the old value of variable y and
variable y is given the old value of variable x incremented by one. Generally, using multiple
assignments is preferred over using multi-assignments, as the former is easier to read. However, in
certain cases, such as for tuple unpacking, only the latter variant can be used.

Event synchronization and assignment order

Consider a system with two conveyors. Products enter on the first conveyor, and move towards the
second conveyor. Once they leave the first conveyor, they move onto the second one. Once they exit
from the second conveyor, they leave the system. The positions of the left sides of the boxes are in
range zero to seven, as indicated in the following figure:
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This system can be modeled using the following CIF specification:

event move;

automaton conveyor1:
monitor move;
event exit1;
disc int pos = 0;



location:
initial;
edge move when pos < 4 do pos := pos + 1;
edge exit1 when pos = 4 do pos := 0;

end

automaton conveyor?2:
monitor move;
event exit2;
disc int pos = -1;

location:
initial;
edge conveyorl.exit1 when pos = -1 do pos := conveyorl.pos;
edge move when pos >= @ and pos < 7 do pos := pos + 1;
edge exit2 when pos = 7 do pos := -1;
end

Each conveyor is modeled using an automaton. Both conveyors use a pos variable to represent the
position of the left side of the box. The first conveyor gets a new box as soon as one leaves. The
second one has to wait for a box from the first, and can thus be without a box. This is represented
by value -1 for the pos variable from automaton conveyor2. The -1 value is not a actual position, but
a special value indicating that no box is present on the conveyor.

Boxes on the first conveyor can move towards the second conveyor (event move), until they reach
position 4. They then leave the first conveyor (event exit1), and a new box immediately enters the
first conveyor (variable pos is reset to zero).

Boxes enter the second conveyor when they leave the first conveyor (event exit1 from conveyor1).
The position of the box is then transferred from the first conveyor to the second. The box keeps
moving (event move) on the second conveyor until it reaches position 7. At position 7 it leaves (event
exit2) the second conveyor, and the system.

Both automata synchronize over the move event, meaning that the boxes on both conveyors move at
the same time. Both automata monitor that event to ensure it is never blocked if only the other
conveyor can actually move.

Both automata synchronize over the exit1 event. The first conveyor resets is own position (variable
pos) to zero. The second conveyor sets its own position (variable pos) to the position of the first
conveyor. Since old values of variables are used to compute the new values, the new value of
variable pos in conveyor? is given the old value of variable pos from conveyor1. This is not influenced
by the assignment to variable pos of conveyor1 to zero, as assignments are independent, and the
order of assignments does not matter, just as for multiple assignments on a single edge.

The state space of this specification is as follows:
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The states are labeled with the values of the pos variables of the automata for the first and second
Conveyors.

The important part of the state space is the transition from state 4/-1, where the box of the first
conveyor is at the end and the second conveyor has no box, to state /4, where the first conveyor
has received a new box at position zero, and the second conveyor has taken over the box (and the
administration of its position) from the first conveyor.

2.4.8. The tau event

Events allow for synchronization, allowing for interaction between automata based on events. If
however an automaton has an edge that performs some internal processing, the event may not
always be relevant. Consider for instance the following CIF specification:

automaton machinel:
event process, provide;
disc int id = 0;

location processing:
initial;
edge process do id := id + 1 goto providing;

location providing:
edge provide goto processing;
end

automaton machine2:
location:
initial;
edge machinel.provide;
end

The specification models two machines. Products enter the first machine, which processes them
(event process) and assigns them an id. The machine them provides (event provide) them to the
second machine. The second machine currently just accepts the products provided by the first
machine, but would in reality likely perform its own processing as well. The state space of the
specification is as follows:

process
_—
—»  processing providing
-,
provide



The states are labeled with the names of the current locations of automaton machinel. Since
automaton machine2 has only a single location, its current location does not change, and it is
therefore not included in the state names.

The provide event synchronizes over both automata, while the process event is local to the first
machine. The process event is not essential, and could be left out:

automaton machinel:
event provide; // No more 'process' event.
disc int id = 0;

location processing:
initial;
edge do id := id + 1 goto providing; // No more event on the edge.

location providing:
edge provide goto processing;
end

automaton machine2:
location:
initial;
edge machinel.provide;
end

By omitting the event from an edge, the tau is used for that edge. The tau event is an event that is
implicitly always present without declaring it. The state space of this modified specification is:
tau
—_—
—»  processing providing
,—
provide

The tau event does not synchronize. You can think of this as each automaton having its own local
tau event, and since then they are different events, they do not synchronize. If multiple automata
can perform a transition for an edge with the tau event, this leads to potential transitions for each
of those edges. Since they are all labeled with the tau event, it is impossible to distinguish them
solely based on their label. This is a form of non-determinism.

Using the tau events saves having to declare a local event, and also saves having to put that event
on the edge. It thus leads to smaller specifications. However, as explained above, if tau is used on
multiple edges of multiple automata, the different tau transitions can no longer be distinguished
from each other in the state space. The use of the tau event is thus always a trade-off.

It is also possible to explicitly use the tau event:

edge tau goto ...;

The tau event can thus be used instead of 'regular’ events, and may even be combined with 'regular'



events on the same edge:

edge provide, tau goto ...;

Omitting the events from an edge defaults to a single tau event, as shown in one of the examples
above.

2.4.9. Initial values of discrete variables

Discrete variables can be given an initial value with their declaration:

disc int x = 1;

The initial value may be omitted, leading to the default value of its data type being used:

disc int x;
disc bool vy;

The default value of integer typed variables is 0. The default value of boolean typed variables is
false.

It is possible to indicate that a variable has more than one potential initial value:

disc int x in {1, 2, 4};

This declares a variable x that has three potential initial values. Variables can only have one value
at a time, so an initial value has to be chosen from the set of potential initial values. In other words,
initially the value of variable x is either 1, 2, or 4. For information on how to store multiple values in
a single variable, see the lessons on types and values, in particular those on tuples, lists, and sets.

It is also possible to indicate that a variable can have any arbitrary initial value:

disc int x in any;
disc bool y in any;

Variable x can initially have any value. The only constraint is that the initial value must be an
integer value, as it must conform to the integer type (int) of the variable. Examples of initial values
include -1027, 0, 1, and 12345. Variable y can initially have any value, as long as that value is a
boolean value, due to the variable having a boolean type (bool). There are only two boolean values,
true and false.



Discrete variables with multiple potential initial values and arbitrary initial values essentially
parametrize the specification. The exact initial value is to be chosen or configured later on. This
allows a single specification to be used for various different combinations of initial values.

So far all examples used literal values to initialize the variables. However, it is also allowed to use
expressions to compute initial values, for instance based on the initial values of other variables:

disc int x = 1; // Initial value: 1
disc int y = x * 2; // Initial value: 2
disc int z = x + y; // Initial value: 3

Variable x is explicitly initialized with value 1. Variable y is initialized to the initial value of x,
multiplied by two. Variable z is initialized to the sum of the initial values of x and y. Using this kind
of initialization is useful if the initial values must be kept consistent. Changing the initial value of x
automatically also changes the initial values of y and z.

The order of the declaration of the variables does not matter. We could just as easily declare them

as follows:

disc int y = x * 2; // Uses variable x, which is declared later.
disc int x = 1;

Variable vy is still initialized using the initial value of variable x, which is now declared after
variable y. It is not allowed to construct loops, where the initial values of variables depend on each
other:

disc int x = y; // Invalid initial value due to cyclic dependency.
disc int y = z;
disc int z = x;

Variable x uses the value of variable y, which uses the value of variable z, which in turn uses the
value of variable x again. This is not allowed in CIF, as it creates a cyclic dependency. However,
since no restrictions are introduced on the initial values of variables x, y, and z, except that they
must be equal to each other, we can declare them as follows:

disc int x in any; // Explicit 'any' breaks the cyclic dependency.
disc int y = z;
disc int z = x;

Here, variable x is explicitly initialized to an arbitrary value. The other variables are initialized to
be equal to whatever arbitrary value is chosen as initial value for variable x.

2.4.10. Initialization predicates

Initialization predicates can be used to specify the allowed initial locations of automata, as well as to



restrict the allowed initial values of variables and initial states in general.

Initial locations of automata

Initialization predicates can be used to specify the allowed initial locations of automata:

automaton a:
location loct:
initial;

location loc2:
initial true;

location loc3;

location loc4:
initial false;
end

Automaton a has four locations. Location loc1 has the initial keyword, and is thus allowed to be
the initial location. Location loc2 also uses the initial keyword, but additionally specifies a
predicate that indicates under which conditions the location may be the initial location. Since it is
true, which always holds, it does not impose any additional restrictions, and can thus always be the
initial location. In fact, this is identical to location loc1, which did not specify a predicate, in which
case it default to true as well.

Location loc3 does not specify anything about initialization, and thus can never be the initial
location. Location loc4 can only be the initial location if false holds. Since false never holds,
location loc4 can never be the initial location. In fact, this is identical to location loc3, which did not
specify any initialization at all, in which case it default to false as well.

Locations loc1 and loc? are the potential initial locations, while locations loc3 and loc4 can not be
chosen as initial locations of automaton a. Since an automaton can only have one current location,
an initial location has to be chosen from the potential initial locations. In other words, the initial
location of automaton a is either location loc1 or location loc2.

Consistency between initial locations and initial values

Consider the following CIF specification:

automaton odd_even:
event inc, dec;
disc int n = 5;

location odd:



initial;
edge inc do n := n + 1 goto even;
edge dec do n :=n - 1 goto even;

-+

location even:
edge inc do 1 goto odd;
edge dec do n := n - 1 goto odd;
end

jus
I
+

Automaton odd_even keeps track of a value (n) that can constantly be incremented (event inc) and
decremented (event dec) by one. It has two locations, that keep track of the odd/even status of value
n. Currently, the initial value is 5, which is odd. Therefore, the initial keyword is specified in the
odd location. However, if we change the initial value of variable n to 6, we have to change the initial
location as well, to ensure consistent initialization. To automatically keep the initial location
consistent with the initial value of variable n, we can change the specification to the following:

automaton odd _even:
event inc, dec;
disc int n = 5;

location odd:
initial nmod 2 = 1; // Initial location if 'n' is odd.
edge inc do n :=n + 1 goto even;
edge dec do n := n - 1 goto even;

location even:
initial n mod 2 = @; // Initial location if 'n' is even.
edge inc do n :=n + 1 goto odd;
edge dec do n := n - 1 goto odd;
end

In this specification, location odd can only be the initial location if the value is odd (the value
modulo two is equal to one), and location even can only be the initial location if the value is even.
Changing the initial value of variable n then also changes the potential initial locations. Since the
value is always odd or even, and can’t be both odd and even, automaton odd_even always has
exactly one potential initial location.

Restricting initialization

Initialization predicates can also be used to restrict the initial values of variables. And more
generally, they restrict the possible initial states. It is for instance also possible to specify which
combinations of locations of automata and values of variables are allowed as initial states.

As an example of restricting the allowed initial values of variables, consider the following CIF
specification:
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automaton a:
disc int x 1in any;

initial x mod 2 = 1;

location ...
end

In this partial automaton, variable x can be initialized to any integer value, as indicated by its int
type and the any keyword. However, the initialization predicate states that initially, the value of x
module two must be equal to one. That is, the value of variable x must initially be odd.

It is allowed to specify initialization predicates inside automata, but it is also allowed to place them
outside the automata:

automaton a:
disc int x in any;

location ...
end

automaton b:
disc int x in any;

location ...
end

initial a.x = 2 * b.x;

Here, two automata each declare a variable that can have arbitrary initial values. The initialization
predicate specifies that the initial value of variable x from automaton b must be twice the initial
value of variable x from automaton a.

Similarly, the initial locations of two automata can be restricted using additional initialization
predicates:

automaton a:
location al:
initial;

location a2:
initial;
end

automaton b:
location b1:



initial;

location b2:
initial;

end

initial (a.al and b.b1) or (a.a2 and b.b2);

The two automata, a and b, each have two potential initial locations. The initialization predicate
outside the automata only allows certain combinations of initial locations of the two automata. It
specifies that if automaton a starts in location a1, then automaton b must start in b1. Alternatively, if
automaton a starts in location a2, then b must start in b2.

Note that locations of automata that are not indicated as being potentially initial are never initial
locations. The initialization predicates outside the automata further restrict initialization, but can
never make locations initial that were not already indicated as such.

This last example can however be more simply specified using only initialization predicates in
locations:

automaton a:
location al:
initial;

location a2:
initial;

end
automaton b:

location b1:
initial a.al;

location b2:
initial a.a2;

end

The initialization for automaton a1l remains as it was before. Instead of restricting the initialization
combinations of the two automata using an extra initialization predicate, these restrictions are not
put in the initialization predicates of the locations of automaton b. Location b1 can only be the
initial location of automaton b if automaton a is in location al. And similarly, location b2 can only be
its initial location if automaton a starts in a2.

It is generally recommended to use initialization predicates in locations, where possible. If



initialization must be further restricted by an initialization predicates outside locations, it is
recommended to place it inside an automaton if the condition only applies to declarations from that
automaton, and to place it outside of the automata if the condition applies to declarations of
multiple automata.

2.4.11. Using locations as variables

Consider the following CIF specification:

automaton machinel:
event start1, donel, resetl;
disc bool claimed = false;

location idle:
initial;
edge start1 when not machine2.claimed do claimed := true goto processing;

location processing:
edge donel do claimed := false goto cool_down;

location cool_down:
edge reset1 goto idle;
end

automaton machine2:
event start2, done2, reset?2;
disc bool claimed = false;

location idle:
initial;
edge start1 when not machinel.claimed do claimed := true goto processing;

location processing:
edge donel do claimed := false goto cool_down;

location cool_down:
edge reset1 goto idle;
end

This specification models two machines, which produce products. The machines share a common
resource, which may only be used by at most one of them, at any time (see mutual exclusion).
Initially, the machines are idle. Then, they warm themselves up. Once they start processing, they
set their boolean variable claimed to true to indicate that they claimed the shared resource. After
processing, the machines release the resource, by setting claimed to false. They finish their
processing cycle by cooling down, before starting the cycle for the next product. To ensure that a
machine can not claim the resource if the other machine has already claimed it, the edges going to
the processing locations have a guard that states that it is only allowed to claim the resource and
start processing, if the other machine has not already claimed the resource. The state space of this
specification is:
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The states are labeled with the first letters of the names of the current locations of the automata.

The specification can alternatively be modeled as follows:

automaton machinel:
event start1, donel, resetl;

location idle:
initial;
edge start1 when not machine2.processing goto processing;

location processing:
edge donel cool_down;

location cool_down:
edge reset1 goto idle;
end

automaton machine2:
event start2, done2, reset2;

location idle:
initial;
edge start1 when not machinel.processing goto processing;

location processing:
edge donel cool_down;

location cool_down:
edge resetl goto idle;
end

The claimed variables and corresponding updates have been removed, and the guards no longer
use those variables. Instead, the edge for the start1 event now refers to the processing location of
automaton machine2. The guard states that the first machine can perform the start1 event, only if
the second machine is not currently in its processing location. In other words, the guard states that
the first machine can start processing as long as the second machine is not currently busy
processing (and thus using the shared resource).

The processing location of automaton machine? is used as a boolean variable. Using the location as a
variable saves having to declare another variable (claimed) that essentially holds the same
information, and needs to be explicitly updated (on two separate edges) to the correct value.



2.4.12. State (exclusion) invariants

The lesson on discrete variables used the following CIF specification:

automaton counter:
event increment, decrement;

disc int count = 3;

location:
initial;
edge decrement when count > @ do count := count - 1;
edge increment when count < 5 do count := count + 1;

end

The counter can repeatedly be incremented and decremented by one, as long as the count remains
at least one and at most five. To keep the count in the allowed range of values, guards were used to
limit the occurrence of the increment and decrement events.

Instead of using guards, it is also possible to use state (exclusion) invariants, also called state
invariants, or just invariants:

automaton counter:
event increment, decrement;

disc int count = 3;

invariant count >= 0; // Added invariants
invariant count <= 5;

location:
initial;
edge decrement do count := count - 1; // No more guards
edge increment do count := count + 1;

end

The guards on the edges have been replaced by the two invariants. The first invariant specifies that
the value of variable count must always be at least zero. The second invariant specifies that the
value must also be at most five.

Invariants specify conditions that must always hold. Invariants must hold in the initial state, and all
states reached via transitions. If a transition results in a state where an invariant doesn’t hold, the
transition is not allowed and can’t be taken.

For the counter example, initially the count is 3. The edge for the increment event can be taken,
leading to a state where the count is 4. Taking another transition for the increment event leads to a
state where the count is 5. If we then were to take another transition for the increment event, the
count would then become 6. However, that violates the invariant. Therefore, in the state where the



count is 5, no transition for the increment event is possible. In other words, the invariant disables the
transition for the increment event for that state.

The two invariants can be specified in various ways:

// Multiple invariants, each with a single predicate.
invariant count >= 0;
invariant count <= 5;

// Single invariant, with multiple predicates.
invariant count >= @, count <= 5;

// Single invariant, with single predicate.
invariant count >= @ and count <= 5;

Each of these variants leads to the exact same behavior, and which variant to use depends mostly
on the modeler’s own preference.

The benefit of guards over invariants is that they more explicitly state the condition under which
an edge can lead to a transition. If a guard doesn’t hold, the edge can’t be part of a transition. It is
thus immediately clear when the edge can lead to a transition. For invariants, the update has to be
calculated first, after which the invariants can be evaluated for the state resulting from the
transition. If one of the invariants doesn’t hold, the transition is not allowed. In the case of the
invariants, it is not as immediately clear from the edge alone, when that specific edge can or can
not lead to a transition.

The benefit of invariants over guards is that they apply to all edges. If several edges in an
automaton have updates to the same variable, then the invariants need to be specified only once,
and apply to all transitions, for all edges. Using guards, all the edges that modify the variable would
need their own guards, and if the updates are different, the different edges usually require
different guards. Furthermore, if new edges with updates to the same variables are added, the
invariant is already present, but guards have to be added, which can easily be forgotten. In those
cases, invariants can thus help keep the specification consistent.

Another benefit of invariants is that they explicitly state the conditions that must hold in relation to
the variables, while guards specify the condition under which the update is allowed. Consider the
following CIF specification:

// Using invariants.
automaton a:
disc int x;

invariant @ <= x, x <= 100;
location:
initial;
edge do x = 2 * x + 3;
end



// Using guards.
automaton a:
disc int x;

location:
initial;
edge when x <= 48 do x =2 * x + 3;
end

The goal is to keep the value of in the range [0..100]. The invariant is simple and direct. The guard
however, has to state the condition under which the update does not violate the goal. That is, the
upper bound has to be decreased by three, and the result has to be divided by two, to get the
highest value (48) for which the update is still within the valid range of values. That is, for value 48
the update results in value 99 (2 * 48 + 3 = 99), and for value 49 the update results in value 101 (2 *
49 + 3 = 101). The more complex the update, the harder it is to figure out the guard to use to keep
satisfy the goal.

You can of course also use 2 * x + 3 <= 100 as guard, instead of x <= 48. However, this duplicates
part of the update in the guard.

So far, all invariants have been specified in automata. They may however also be specified outside
of the automata, similar to initialization predicates. It is generally recommended to place an
invariant inside an automaton if the condition only applies to declarations from that automaton,
and to place it outside of the automata if the condition applies to declarations of multiple automata.

Furthermore, invariants can be placed in a location. Such an invariant only has to hold while the
location in which it is specified is the current location of its automaton.

Naming state (exclusion) invariants

In some cases, it might be useful to give names to invariants. It may improve the readability of the
model and it makes it easier to refer to them. Names can be given as follows:

// Multiple named invariants.
invariant nonNegativeCount: count >= 0;
invariant maximumCount: count <= 5;

// Shorter notation for multiple named invariants.
invariant nonNegativeCount: count >= @, maximumCount: count <= 5;

Invariant names must be unique.

2.4.13. State/event exclusion invariants

Consider an elevator, consisting of three parts: a motor to make the elevator move up and down, a
door that can be opened and closed to let passengers enter and exit, and an emergency button that
can be used to stop the elevator in case of an emergency. The following CIF specification models the
three parts:



automaton motor:
event turn_on, turn_off;

location off:
initial;
edge turn_on goto on;

location on:
edge turn_off goto off;
end

automaton door:
event open, close;

location closed:
initial;
edge open goto opened;
location opened:

edge close goto closed;
end

automaton emergency_button:
event push, release;

location released:
initial;

edge push goto pushed;

location pushed:

edge release goto released;

end

Each part is modeled by an automaton. Since the automata don’t share any events, they operate
independently. What is missing, is a controller that links the different automata, and controls them
in a safe manner. Such a controller restricts the behavior of the individual automata, allowing only
the combined behavior that is deemed desired. There are several ways to restrict events, including
introducing synchronization between the different automata, and adding guards. The downside of
these approaches it that they require modification of the automata. What if we wanted to specify
the controller separately from the behavior of the physical system? We could introduce an
additional automaton, that synchronizes with the existing automata. For instance, we could add the

following to the CIF specification:

automaton controller:
location:
initial;

edge motor.turn_on when door.closed and emergency_button.released;

end



This controller introduces restrictions for the turn_on event of the motor. In this particular case, the
controller ensures that the motor may only be turned on when both the door is closed and the
emergency button is released. By restricting the event, the controller prohibits the event from
taking place in certain states, ensuring that only the desired behavior remains.

It is nice that we can separate the description of the physical behavior of the elevator from the
controller that controls it. This separation of concerns may make it easier to reason about the
behavior, it may make it easier to adapt the controller when the physical system doesn’t change,
and it may make it easier to reuse the model of the physical system for other purposes.

However, modeling an automaton with a single location that must then also be initial requires
quite some syntax. State/event exclusion invariants can serve the same purpose, but are often
easier to use, shorter to write, and more intuitive to read. Instead of the controller automaton, we
can also use the following:

invariant motor.turn_on needs door.closed and emergency_button.released;

Each state/event exclusion invariant restricts an event, preventing it from happening in certain
states. That is, the event is excluded from taking place in certain states. In this case, the turn_on
event of the motor automaton needs the door to be in its closed location and the emergency_button to
be in its released location, for the event to be allowed/enabled. For the states in which that
condition doesn’t hold, the event is disabled.

The invariant consists of two conditions. It can also be written as two separate state/event exclusion
invariants, one for each condition:

// Single state/event exclusion invariant.
invariant motor.turn_on needs door.closed and emergency_button.released;

// Multiple state/event exclusion invariants.
invariant motor.turn_on needs door.closed;
invariant motor.turn_on needs emergency_button.released;

The second and third invariants lead to the same behavior as the first combined invariant. The
second invariant ensures that the event can only take place when the door is closed, while the third
invariant ensures that the event can only take place when the emergency button is released. The
second and third invariants each indicate a necessary condition that must hold for the event to be
allowed/enabled. Together, they require that both conditions hold, for the event to be
allowed/enabled. If one of the conditions doesn’t hold, the event will be disabled.

The door is either opened or closed. So far, we’ve required that the door is closed to allow the motor
to be turned on. We can also specify it the other way around: to disallow the motor to be turned on,
while the door is opened:

// State/event exclusion invariant to specify when event is allowed/enabled.
invariant motor.turn_on needs door.closed;



// State/event exclusion invariant to specify when event is disallowed/disabled.
invariant door.opened disables motor.turn_on;

Both invariants have the exact same effect. The first invariant only allows the motor to be turned
on while the door is closed, which means that it disallows the motor to be turned on in all other
situations, namely when the door is opened. And that is exactly what is specified by the second
invariant: when the door is opened, turning the motor on is disallowed/disabled. In general,
state/event exclusion invariants can always be specified as a positive form (allowed/enabled) and a
negative form (disallowed/disabled). It is up to the modeler to choose, based on considerations such
as personal preference and readability. Consider the following four alternative forms:

// Single state/event exclusion invariant for enabling the event.
invariant motor.turn_on needs door.closed and emergency_button.released;

// Multiple state/event exclusion invariants for enabling the event.
invariant motor.turn_on needs door.closed;
invariant motor.turn_on needs emergency_button.released;

// Single state/event exclusion invariant for disabling the event.
invariant door.opened or emergency_button.pushed disables motor.turn_on;

// Multiple state/event exclusion invariants for disabling the event.
invariant door.opened disables motor.turn_on;
invariant emergency_button.pushed disables motor.turn_on;

Each of the four forms has the exact same effect, but is written in a different way:.

We already saw earlier that for state/event exclusion invariants that introduce necessary
conditions for an event to be enabled (the needs variant), the conditions can be combined using an
and operator to form a combined condition, for a single invariant.

Here, we also see how in a similar way, state/event exclusion invariants that introduce sufficient
conditions for an event to be disabled (the disabled variant) can be combined. Each of them
individually has a condition, that if satisfied disables the event, regardless of the other invariants.
So, if one of them disables the event, the event is disabled. To combine such invariants into a single
invariant, the conditions need to be combined using an or operator, as shown above.

It may occur that multiple events need to be disabled for the same conditions. Instead of writing
multiple invariants with the same conditions, one for each event, they can also be combined:

// Two separate invariants with same condition, for different events.
invariant motor.turn_on needs emergency_button.released;
invariant door.close needs emergency_button.released;



// Combined invariant, for multiple events.
invariant {motor.turn_on, door.close} needs emergency_button.released;

The first two invariants have the same condition, but restrict different events. The third invariant
has the same condition, but restricts both events. In general, for all state/event invariants, multiple
events may be given, if they share the same condition. The events must then be separated by spaces
and be enclosed in curly brackets ({...}).

Naming state/event exclusion invariants
In some cases, it might be useful to give names to invariants. It may improve the readability of the
model and it makes it easier to refer to them. Names can be given as follows:

invariant controller: motor.turn_on needs door.closed and emergency_button.released;

Invariant names must be unique. It is not supported to give a name to a combined invariant that
applies to multiple events.

2.5. Types and values

2.5.1. Types, values, and expressions

This lesson explains the difference between types, values, and expressions. These concepts have
already been used in previous lessons, but this lesson names them explicitly, and also explains the
relations between them. Furthermore, this lesson serves as an introduction for the coming lessons,
which rely heavily on these concepts. Consider the following declarations of discrete variables:

disc int x = 1;
disc inty =2 * x;

The first declaration declares a discrete variable named x, and the second declaration declares a
discrete variable named y. Both variables have an int data type. A data type is usually just called a
type, if there is no confusion with other kinds of types. The type of a variable indicates the potential
or allowed values of the variable. Variable x is initialized to value 1. Variable vy is initialized to twice
the value of x, meaning it is initialized to value 2.

Both 1 and 2 * x are expressions. Expressions are combinations of among others literal values (e.g.
1), variables (e.g. x), and operations (e.g. *) on them. Expressions can be computed, resulting in a
value. This is called evaluation of the expression.

Expression 2 * x can be evaluated. Evaluating the expression results in value 2 if the value of x is 1,
and in value 4 if the value of x is 2. Expressions can thus be evaluated to different values, depending
on the values of the variables that occur in them.



Expression 1 consists of only a single value, called a literal value expression. Evaluation always
results in that single value. Expression 1 + 3 evaluates to value 4. Even though it does not consist of
only just a literal, the value is the same for each evaluation. The expression represents a constant
value.

2.5.2. Values overview

The values of CIF (and their types) can be categorized into different categories: elementary values,
container values, and miscellaneous values. Elementary values represent single values, such as a
single number. Container values represent multiple values. The different container values combine
or store the values in different ways. The elementary and container values are described in the
remainder of this part of the tutorial. The miscellaneous values are special, and are explained later
in the tutorial. The remainder of this lesson gives an overview of the values available per category,
along with short descriptions of each of the different kinds of values.

Elementary values

Booleans

Represents truth values of for instance guards and other conditions. The only two possible
values are true and false.

Integers

Represent integer numbers, such as -123 and 5.

Enumerations

Represent enumerated values, which are collections of names each representing a different
value. For instance, a enumeration named color could have values red, green, and blue.

Reals

Represent real numbers, such as 1.56 and -2.7e6 (scientific notation for 2.7 million).

Strings

Represent textual values, such as "hello world" and "some text".
Container values

Tuples

Tuples have two or more ordered values, each of which can have a different type. For instance:
(1, true, 5.0).

Lists

Lists have zero or more ordered values, each of which has the same type, and possibly with
duplicates. For instance: [1, 5, 2, 1].

Sets

Sets have zero or more unordered values, each of which has the same type, and without any
duplicates. For instance: {1, 5, 2}.



Dictionaries

Dictionaries have keys and associated values. The keys are unique and each map to a value. For
instance: {1: true, 2: false, 3: false}l.

Miscellaneous values

Functions

Functions take values and use them to compute other values, possibly using complex and
lengthy calculations.

Distributions
Stochastic distributions allow for sampling, making it possible to produce random values.
2.5.3. Integers

Integers are whole numbers, numbers without a fractional part. Examples include -123 and 5. The
default value of integers (int type) is 0. Several standard arithmetic operators and functions are
available to work with integers, including the following:

+9 // 9

--9 /79

9 + 4 // 13

9 -4 //5

9 * 4 // 36

9/ 4 // 2.25 (result is a real number, not an integer number)

Vo]

div 4 // 2 (9 /4 =2.25, so 4 fits at most two whole times in 9)
9 mod 4 // 1 (the remainder of 9 div 4)

pow(2, 4) // 16 (2 to the power of 4, or 2 * 2 * 2 * 2)
abs(-9) // 9 (absolute value)
min(9, 4) // 4 (minimum value)

9

max(9, 4) // (maximum value)

Integer values can be compared to other integer values:

X <y // less than

X <=y // less than or equal to

X =y // equal to

X I=y // not equal to

X >=y // larger than or equal to
X >y // larger than

The next lesson explains how to define ranged integers.



2.5.4. Ranged integers

CIF can only represent integer numbers (type int) in the range -2,147,483,648 (= -2°) to
2,147,483,647 (= 2*' - 1). Using values outside that range results in the CIF model being invalid, and
leads to runtime errors:

ERROR: Integer overflow: 9999999 * 9999999.
It is possible in CIF to explicitly specify that only a sub range of the integer values are allowed:
disc int[3..7] x;

This variable x can only have integer values that are at least 3 and at most 7. Assigning any other
value to x is not allowed. The default value is not @ but 3, as that is the value closest to @ that is in the
allowed range of values.

2.5.5. Reals

Reals or real numbers are numbers with a fractional part. Examples include 1.56 and -2.7e6
(scientific notation for 2.7 million). Real numbers must either have a fraction or use the scientific
notation, to distinguish them from integer numbers. The default value of reals (real type) is 0.0.
Several standard arithmetic operators and functions are available to work with reals, including the
following:

+1.23 // 1.23

--1.2 // 1.2

1.5 + 0.5 // 2.0

1.5 - 0.5 // 1.0

1.5 * 0.5 // 0.75

1.5/ 0.5 // 3.0

pow(3.5, 2.0) // 7.0 (3.5 to the power of 2, or 3.5 * 3.5)
abs(-1.5) // 1.5 (absolute value)
min(1.5, 0.5) // 0.5 (minimum value)
max(1.5, 0.5) // 1.5 (maximum value)
sqrt(16.0) // 4.0 (square root)
cbrt(16.0) // 2.0 (cube root)

sin(1.0) // 0.841... (sine)

cos(1.0) // 0.540... (cosine)

tan(1.0) // 1.557... (tangent)

10g(100.0) // 2.0 (logarithm to base 10)

1n(100.0) // 4.605... (natural logarithm)



Real values can be compared to other real values, as well as to integer values:

X <y // less than

X <=y // less than or equal to

X =y // equal to

x I=y // not equal to

X >=y // larger than or equal to
X >y // larger than

Integer numbers can often be written where real numbers are expected. Real values and integer
values can also often be combined using arithmetic operators and functions. Furthermore, it is

possible to convert between them, e.g as follows:

sqrt(16) // 4.0 (16 interpreted as 16.0)
1+ 0.5 // 1.5 (addition of an integer number and a real number)
max(0.5, 1) // 1.0 (maximum of an integer number and a real number)

<real>1 // 1.0 (cast from integer to real, explicit conversion)
round(1.6) // 2 (round real to closest integer, half up)
ceil(0.7) // 1 (round real up to integer)

floor(0.7) // @ (round real down to integer)

2.5.6. Booleans

Booleans represents truth values of for instance guards and other conditions and properties. The
only two possible values are true (condition or property holds) and false (condition or property
does not hold). The default value of booleans (bool type) is false. Several standard logical operators

are available to work with booleans, including the following:

not x // inverse

x and y // conjunction (both x and y must hold)

X or vy // disjunction (either x, y, or both must hold)
X =>y // implication (if x holds, y must hold)

X =y // equal to

x l=y // not equal to

The condition x < 3 evaluates to true if x is less than 3 and to false if x is 3 or larger than 3. The

result is thus a boolean value.

Conditions can be combined. x >= 3 and x <= 9 means that the value of x must be both at least 3
and at most 9. x >= 3 or x <= 9 means that the value of x must be at least 3, at most 9, or both. Since
the condition is always satisfied (it always evaluates to true), condition true can be used instead of x

>> 3 o0or x <=9


https://en.wikipedia.org/wiki/Logical_operator

2.5.7. Strings

Strings represent textual values, as a sequence of characters. String values are always written
between double quotes. An example is "hello world". The default value of strings (string type) is

the empty string "".

n n

Strings can be composed using the + operator. The expression "hello" + + "world" evaluates to
"hello world". For advanced text formatting, see the later lesson on text formatting.

2.5.8. Enumerations

Enumerations represent collections of related entities, such as types of products, types of available
resources, available machine types, different countries, different colors, different genders, and so
on. It is possible to use numbers to represent the different entities, for instance 0 for red, 1 for
orange, and 2 for green, to represent the different colors of a traffic light. However, these numbers
are rather arbitrary. Furthermore, they don’t actually represent numbers, but rather they represent
one of the entities (red, orange, green). Enumerations allow giving each entity a name, and to use
those names instead of numbers. This usually makes the model easier to read and understand. For
instance, consider the following:

enum TrafficColor = RED, ORANGE, GREEN;

The enum keyword is used to declare an enumeration. The TrafficColor enumeration has three
possible values or literals. The literals are named RED, ORANGE, and GREEN. An enumeration can be
used as data type, and the enumeration literals can be used as values:

disc TrafficColor light = RED;

The TrafficColor enumeration is used as type of the light variable. The light variable is given
value RED as its initial value. The default value of an enumeration type is its first literal (RED in this
case). However, it is usually preferred to explicitly initialize variables with enumeration types, for
readability.

edge change_color when light = RED do light := GREEN;

This edge has a guard that compares the value of the light variable to enumeration literal RED. Only
if the 1light is currently RED, may this edge be taken. The edge further assigns enumeration literal
GREEN as the new value of variable 1ight. The edge as a whole models that if the 1ight is currently
RED, it may change color (event change_color) and become GREEN.

2.5.9. Tuples

Tuples are used for keeping several (related) kinds of data together in one variable, e.g. the
identification number and weight of a box. A tuple consists of a number of fields, where the types



of these fields may be different. The number of fields is fixed. For instance, consider the following:

disc tuple(int nr; real weight) box;

Variable box has a tuple type, consisting of two fields, an integer typed field with name nr and real
typed field with name weight. The box variable has essentially two values, an integer typed value,
and a real typed value.

If multiple consecutive fields have the same type, the type need not be repeated for each of them. In
the following example, variables x1 and x2 have the same type:

disc tuple(int a; int b; real c; int d) x1;
disc tuple(int a, b; real c; int d) x2;

Literal values exist for tuple types:

disc tuple(int nr; real weight) box = (5, 2.7);

edge ..

. do box := (6, 3.4);

The box variable is initialized to a tuple value consisting of integer value 5 (identification number)
and real value 2.7 (weight). The entire value of the variable is reassigned in the assignment. That is,
both fields are given new values.

It is also possible to refer to a specific field of a tuple, using projection:

disc tuple(int nr; real weight) box = (5, 2.7);

disc int i;

disc real r;

edge ... do i := box[nr]; // Projection to field 'nr'.
edge ... do r := box[weight]; // Projection to field 'weight'.
edge ... do box[nr] := 1i; // Assignment to field 'nr'.
edge ... do box[nr] := box[nr] + 1; // Increment of field 'nr'.

The first edge uses projection to obtain the value of the integer nr field, and assign it to integer
variable i (i becomes 5). The second edge performs a similar operation for the weight field (r
becomes 2.7). The third edge assigns the value of integer variable i to the integer field nr of the box
variable. This changes only the value of the nr field. The value of the weight field of the box variable
is not affected by this assignment. The third edge increments the value of the nr field of the box
variable by one, leaving the weight of the box as is. Besides projection using field names, it is also
possible to do projection using 0-based indices:

disc tuple(int nr; real weight) box = (5, 2.7);
disc int i;



disc real r;

edge ... do i :
edge ... dor :

box[@]; // Projection to field 'nr'.
box[1]; // Projection to field 'weight'.

Index 0 refers to the first field, in this case field nr. Index 1 refers to the second field, etc. Projection
using indices is also called indexing. For tuples, it is usually preferred to use field names, rather
than indices, for readability.

It is possible to create a tuple from separate values, each stored in a variable:

disc tuple(int nr; real weight) box;
disc int i;
disc real r;

edge ... do box := (i, r); // Packing a tuple.

The right hand side of the assignment is a tuple literal value, as used before. The field values
however, are obtained by evaluation of variables, rather than using literal integer and real values.
This kind of assignment, where there is tuple variable at the left hand side, and values for each of
the fields of that tuple at the right hand side, is called packing a tuple.

It is possible to obtain the values of the fields of a tuple into separate variables:

disc tuple(int nr; real weight) box = (5, 2.7);
disc int i;
disc real r;

edge ... do i := box[nr], r := box[weight];
edge ... do (i, r) := box; // Unpacking a tuple.

The first edge uses projection on the variable box to obtain the values of the individual fields, and
assigns those extracted values to two separate variables. The second edge does the same thing as
the first edge, and is preferred in this case, because of its simple and short notation. This kind of
use, where at the left hand side of the assignment you see variables for each of the fields of the
tuple, and on the right hand side you see only one variable that has a tuple type, is called unpacking
a tuple.

2.5.10. Lists

A list is an ordered collection of values (called elements) of a same type. Lists can be used to model
anything where duplicate values may occur or where order of the values is significant. Examples
are customers waiting in a shop, process steps in a recipe, or products stored in a warehouse.
Consider the following:



disc list int x = [7, 8, 31;

Variable x has a list of integers as its value. In this case, its initial value is a literal list with three
integer elements. Lists are ordered collections of elements. [7, 8, 3] is thus a different list as [8,
7, 3].Lists are empty by default, and they may have duplicate elements:

disc list int x1; // Implicitly empty list.
disc list int x2 = []; // Explicitly empty list.
disc list int x3 = [1, 2, 1, 2, 21; // Duplicate elements in a list.

Since lists are ordered, there is a first element and a last element (unless the list is empty). An
element can be obtained by projection, usually called indexing for lists:

disc list int x = [7, 8, 31;

disc int i;

edge ... do i := x[@]; // 'i' becomes '7'

edge ... do i := x[1]; // 'i' becomes '8’

edge ... do i :=x[2]; // 'i' becomes '3’

edge ... do i :=x[3]; // error (there is no fourth element in the list)

edge ... do x[0] :=5; // the first element of 'x' is replaced by '5'

The first three edges obtain specific elements of the list, and assign them to variable i. The first
element is obtained using index or offset 0, the second element using index 1, etc. The index of the
last element is the length of the list (the number of elements in the list), minus one. Indexing does
not change the value of variable x. The fourth edge is invalid, as the fourth element (index 3) of
variable x is used, which does not exist. The fifth edge replaces only the first element (index 0) of
list x, while keeping the remaining elements as they are. It is also allowed to use negative indices:

disc list int x = [7, 8, 31;

disc int i;

edge ... do i :=x[-1]; // 'i' becomes '3’

edge ... do i :=x[-2]; // 'i' becomes '8'

edge ... do i := x[-3]; // 'i' becomes '7'

edge ... do i := x[-4]; // error (there is no element before element '7')

Negative indices start from the back of the list, rather than from the front. Index -1 thus always
refers to the last element, -2 to the second to last element, etc. As with the non-negative indices,
using a negative index that is out of range of available elements, results in an error. To obtain a
non-negative index from a negative index, add the negative index to the length of the list: 3 + -1 =
2,3 + -2 =1and 3 + -3 = 0. The following figure visualizes a list, with non-negative indexing (at
the top) and negative indexing (at the bottom):
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x[-3] x[-2] x[-1]

Besides obtaining a single element from a list, it is also possible to obtain a sub-range of the
elements of a list, called a slice. Slicing also does not change the contents of the list. It results in a
copy of a contiguous sub-sequence of the list. The result of a slice operation is again a list, even if
the slice contains just one element, or no elements at all. Slicing requires two indices: the index of
the first element of the sub-range (inclusive), and the index of the last element of the sub-range
(exclusive). Both indices may be omitted. If the start index is omitted, it defaults to zero. If the end
index is omitted it defaults to the length of the list. If the begin index is equal to or larger than the
end index, the slice is empty. Similar to indexing, negative indices may be used, which are relative
to the end of the list rather than the start of the list. Indices that are out of bounds saturate to those
bounds. Some examples:

disc list int x = [7, 8, 3, 5, 9];

x[2:4] // [3, 5] Slice that includes third and fourth elements.
x[2:7] // [3, 5, 9] Slice that excludes the first two elements.
x[1:] // [8, 3, 5, 9] Slice that excludes the first element.

x[:-11 // [7, 8, 3, 5] Slice that excludes the last element.

x[:] // [7, 8, 3, 5, 9] Slice includes all elements (is equal to 'x').

The first slice takes the third (index 2) and fourth (index 3) elements. The begin index (2) is thus
included, the end index (4) is not. The second slice starts at the same index, but extends to the sixth
element (index 7). Since there are only five elements, the index is saturated (or clamped) to the end
of the list. The results is that all but the first two elements are included. The third slice excludes the
first element (index 0), by starting at index 1. It omits the end index, meaning that the entire
remainder of the list is kept, and only the first element is not included. The fourth slice begins at the
beginning of the list, as the begin index is omitted. It continues until the last element of list, which it
excludes. It thus excludes a single element from the end of the list. The fifth slice includes all
elements, as both the begin and end index are omitted. The slice is thus identical to the list in x. The
following figure graphically represents the slices:

x[:] x[2:4] x[2:7]
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x[:-1] x[1:]

Lists can be combined into new lists. They are essentially 'glued' together. This is called
concatenation. This can also be used to add a single element to the front or back of the list. For
instance:


https://en.wikipedia.org/wiki/Saturation_arithmetic

(7, 8 31 +1[5 91 //17,8, 3,5, 9]
[51 + [7, 8, 3] /7 15,7, 8, 3]
[7, 8, 3] + [5] /7 11, 8, 3, 5]

Several other standard operators and functions are available to work with lists, including the

following:
[1, 8, 31 = [1, 3, 8] // false (equality test)
6 in [1, 8, 3] // false (element test)
114n [1, 8, 3] // true
empty([1, 2]) // false (empty test)
size([1, 5, 3, 31) // 4 (count elements)
del([7, 8, 9, 101, 2) // [7, 8, 10] (removed value at index '2')
pop([1, 5, 31) // (1, [5, 3]) (first element and remainder)

2.5.11. Bounded lists and arrays

CIF can only represent lists (type list) with at most 2,147,483,647 (= 2*' - 1) elements. Using lists
with more elements results in the CIF model being invalid, and leads to runtime errors. For
instance, consider the following CIF specification:

automaton a:
disc list int x;

location:
initial;
edge do x := x + [1];
end

Each time the edge is taken, another element is added to list x. As soon as an attempt is made to add
the 2,147,483,648th element, a runtime error occurs.

It is possible to explicitly restrict the number of elements that may be contained in a list:
disc list[3..7] int vy; // List with at least 3 and at most 7 elements.

Variable y can only have lists as its value that have at least 3 and at most 7 elements. Assigning a list
with any other number of elements is not allowed. Lists with size restrictions are called bounded
lists. They can also be called size restricted lists or ranged lists. The default value for y is [0, 0, 0].
That is, the default value has the least amount of elements that is allowed by the bounded list, and
the default value (0) of the element type (int).



Lists with a fixed length are called arrays:

disc list[5..5] int a; // List with at least 5 and at most 5 elements.
disc list[5] int b; // Shorter but equivalent array notation.

By giving a bounded list the same lower and upper bound, the bounded list has a fixed number of
elements, and can be called an array. Arrays also have a shorter and more convenient notation,
where the number of elements is only given once. Both notations for arrays are equivalent.

Both bounded lists and arrays support the same operations as regular lists, and can be modified
(assigned) the same way as regular lists, as long as their size restrictions are not violated.

2.5.12. Sets

A set is an unordered collection of values (called elements) of a same type. Each element value
either exists in a set, or it does not exist in a set. Each element value is unique, as duplicate
elements are silently discarded. Consider the following:

disc set int x1 = {3, 7, 8};

disc set int x2 = {8, 3, 7}; // Order irrelevant (same as 'x1').
disc set int x3 = {8, 3, 7, 3}; // Duplicates ignored (same as 'x2').
disc set int x4 = {}; // Empty set.

Variable x1 has a set of integers as its value. In this case, its initial value is a literal set with three
integer elements. As sets are unordered collections of elements, {3, 7, 8} is the same set as {8, 3,
7}, and thus variables x1 and x2 have the same initial values. Since elements in a set are unique, set
{8, 3, 7}isequal totheset {8, 3, 7, 3}, and thus variables x2 and x3 have the same initial values.
For readability, elements in a set are normally written in increasing order, for example {3, 7, 8}.
Variable x4 has an empty set as initial value, which is also the default initial value for sets.

The union of two sets results in a set that contains the combined elements of both sets. You can
think of the resulting set containing the elements that are in the one set or in the other set (or in
both of them). Since sets never contain duplicates, common elements are present only once in the
resulting set:

{1, 2, 3} or {2, 3, 4} // {1, 2, 3, 4}
{1, 2, 3} or {2, 3, 4} // {1, 2, 4, 3}

Since sets are unordered, both answers are possible, and represent the same set. Since the order is
irrelevant, there are 24 different ways to represent that same set. In the remainder of this lesson,
we’ll use increasing order, for readability.

The intersection of two sets results in a set that contains the elements that are present in both sets.
You can think of the resulting set containing the elements that are in the one set and in the other set.
In other words, the result contains the elements common to both sets:



{1, 2, 3} and {2, 3, 4} // {2, 3}
{1, 2} and {3, 4} // {} (no elements in common)

The difference of two sets results in a set that contains the elements of the first set that are not
present in the second set. You can think of the resulting set containing the elements of the first set,
with the elements of the second set subtracted or removed from it:

{11 2: 3} B {21 3: 4} // {1}
{11 21 3} - {4I 5} // {11 2! 3}
{11 2! 3} B {11 2! 31 4} // {}

Several other standard operators and functions are available to work with sets, including the
following:

{1, 8, 3} = {1, 3, 8} // true (equality, ignores order of elements)
6 in {1, 8, 3} // false (element test)

11in {1, 8, 3} // true

{1, 3} sub {1, 3} // true (subset check)

{1, 3} sub {1, 3, 5} // true

{1, 3} sub {1, 4} // false

{1, 3} sub {1, 4, 5} // false

empty({1, 2}) // false (empty test)

size({1, 5, 3, 3}) // 3 (count elements, duplicates ignored)

2.5.13. Dictionaries

A dictionary is an unordered collection of keys and associated values. A key with its associated
value is called a key/value pair. Consider the following:

disc dict(string:int) age = {"eve": 32, "john": 34, "adam": 25};

Variable age has as value a dictionary consisting of pairs of strings (the keys) and integers (the
values). In this example, each string represents a person’s name, and each integer represents the
age of that person. Variable age is initialized with a literal dictionary, containing three key/value
pairs. You can think of the dictionary as storing the information that eve is 32 years old, or that the
age of eve is 32.

As with sets, dictionaries are unordered. The order of the key/value pairs is irrelevant, {"eve": 32,
"adam": 25} is the same dictionary as {"adam": 25, "eve": 32}. For readability, key/value pairs of
dictionary literals are normally written in increasing order of their keys. {"adam": 25, "eve": 32}is

thus preferred over {"eve": 32, "adam": 25}, as adam goes before eve in a phone book.



Dictionary literals are often written using multiple lines, to get two 'columns' for the keys and
values, which can improve readability:

disc dict(string:int) age = {"eve": 32,
"john": 34,
"adam": 25};

The default value for dictionary types, is an empty dictionary. The following two variables thus
have the same initial value:

disc dict(string:int) x1 = {}; // Explicitly initialized as empty.
disc dict(string:int) x2; // Implicitly initialized as empty.

Every key of a dictionary is unique, but they may be associated with the same value. For the above
example with ages, the names (keys) are used to uniquely identify people, but multiple people may
have the same age (values). It is not allowed to have the same key twice, in a dictionary literal,
regardless of whether they map to the same value or to different values:

disc dict(int:int) x1 = {1:
disc dict(int:int) x2 = {1:

, 1: 2}; // Invalid due to duplicate key '1'.

2
2, 1: 3}; // Invalid due to duplicate key '1'.

The values of a dictionary can be obtained by projection on that dictionary, using the keys:

disc dict(string:int) age = {"adam": 25, "eve": 32, "john": 34};

disc int i;

edge ... do i := age["adam"]; // 'i' becomes '25'

edge ... do i := age["eve"]; // 'i' becomes '32'

edge ... do i := age["carl"]; // error (there is no "carl" key)

Projection using a key that exists in the dictionary, results in the associated value. Projection using a
key that does not exist in the dictionary, leads to a runtime error.

It is possible to modify single elements of a dictionary, as follows:

disc dict(string:int) age = {"adam": 25, "eve": 32, "john": 34};

33; // Changes eve's age.
47; // Adds a new key/value pair.

edge ... do age["eve"] :
edge ... do age["bob"] :

The age of eve is changed from 32 to 33. The age is thus replaced by a new age. The age of bob is set
to 47. Since there was no key/value pair for that person in the dictionary, a new key/value pair is

added. After the updates of both edges, the value of variable age is {"adam": 25, "bob": 47, "eve":
33, "john": 34}



Several other standard operators and functions are available to work with dictionaries, including
the following:

{"a": 1, "b": 2} = {"b": 2, "a": 1} // true (equality check)
{uau: 1' nbn } = {n n: 1’ "b": 3} // false

"a" in {"a": 1, "b": 2} // true (key existence check)

"e" din {"a": 1, "b": 2} // false

{Il II. , llbll: 2} + {llb": 3’ "C": 4} // {ll ". rI, llbll: 3 n II. 4} (add/overwr_lte
pa1rs)

{"a": 1, "b": 2} - {"b": 3, "c": 4} // {"a": 1} (removal based on keys)
{"a": 1, "b": 2} - {"b", "c"} // {"a": 1}
{"a" // {"a

llbll: 2} _ [llbll n II] n ll: rl}
empty({"a": 1, "b": 2}) // false (empty check)
size({"a": 1, "b": 2}) // 2 (count pairs)

2.5.14. Combining values

Values of different types can usually be arbitrarily combined. For instance, consider the following
example:

disc dict(int;tuple(real pos, weight)) boxes = {1: (0.0, 2.5),
2: (3.0, 1.7),
3: (4.0, 3.9};

Variable boxes stores data about multiple boxes, in a dictionary with unique identification numbers
(1, 2, and 3) used as keys. For each box, the position (pos) and weight are stored as a tuple. Initially,
there are three boxes. The first box has identification number 1, position 0.0, and weight 2.5. The
second box has identification number 2, position 3.0, and weight 1.7. Also consider the following
example, where the data of that variable is manipulated:

edge ... do boxes[1][weight] := 3.5;
edge ... do boxes[2][pos] := boxes[2][pos] + 1;
edge ... do boxes[4] := (1.0, 0.8);

The first edge changes the weight of the box 1 (the box with identification number 1), from 2.5 to
3.5. The second edge increases the position (pos) of box 2 from 3.0 to 4.0. The third edge adds data
for a new box with identification number 4.

2.5.15. If and switch expressions

In some models one wants to produce different values under different circumstances. Or one needs
to convert from one type to another type. if and switch expressions provide means to do this in a



concise manner. This lesson provides an introduction to both these expressions. For more practical
examples, see the simulation model of the synthesis-based engineering example elsewhere in the
documentation.

If expression

Consider the following expression:

if x> 0: 1 elif x < 0: -1 else 0 end

This expression takes a real number x and produces its sign. The if expression is used to detect the
different situations, and to produce the correct result in each of those situations.

An if expression always consist of the if and the else parts. In between can optionally be any

number of elif parts:

if x > 0: 1 elif x < 0: -1 else @ end
if x > 0: 1 else 0 end
if x > 0: 1 elif x < -10: -2 elif x < 0: -1 else 0 end

If the 'guard predicate' of an if or elif (the expression before the :) holds, that alternative is
chosen. In the following example, if x has a value of 2 and y a value of 3, then value -2.8 is
produced:

if x>0andy=2:1.5elif x>0andy !=2or x < 0: -2.8 else 0.1 end

The if and elif alternatives are considered in order. The first alternative that has a guard that
holds determines what value is produced by the if expression. Consider the following if
expression:

if x >0: 1.5 elif x > 0: -2.8 else 0.1 end
For any value x > 0, this if expression produces 1.5. It will never produce -2.8, as the if part is

considered before the elif part.

Switch expression

Similar to an if expression, a switch expression can be used to produce different values under
different circumstances. Consider the following partial CIF model:

enum mode = OFF, ON1, ON2, ON3, DISCONNECTED;
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automaton rotary_switch:
disc mode m = OFF;

end

alg int speed = switch rotary_switch.m:

case ON1: 5

case ON2: 10

case ON3: 15

else 0
end;

end

This switch expression takes the operation mode rotary_switch.m and provides the speed
corresponding to that mode. If the value of m matches one of the cases, the switch expression will
produce the corresponding value. For example, if m has value ON2, this switch expression produces
10. If none of the cases match, the value of the else case is taken. For example, if m has value
DISCONNECTED, this switch expression produces 0. Note that multiple values can be captured by the
else case, i.e., you do not have to cover each possible value with a separate case.

One can use different kinds of types as long as the types of the cases match the type of the switch
expression. In the example above, mis of type mode, which is an enumeration. Hence all cases should
be of type mode as well. Below is an example using a ranged integer in the switch expression:

alg int[@,2] num_products;

alg string display_text = switch num_products:
case 0: "There are no products in the buffer."
case 1: "There 1is one product in the buffer."
case 2: "There are two products in the buffer."
end;

One can also use an automaton as a variable of the switch expression, where the cases have to be
locations of that automaton:

automaton controller:
location accelerate: ...
location decelerate: ...
location steady: ...

end

alg int acceleration = switch controller:
case accelerate: 5
case decelerate: -3
case steady: 0
end;



Note that in this switch expression we omitted the else case, as the three cases together already
cover all possible locations of automaton controller.

It is possible to rewrite a switch expression into an if expression (the other way around is not
always possible). This rewrite can be automated using a CIF to CIF transformation.

2.6. Scalable solutions and reuse (1/2)

2.6.1. Constants

Through the use of constants, fixed values can be given a name. Using constants, it is easy to change
certain fixed values. If the constant is used consistently throughout the model, the value needs to be
changed only in one place. Constants can thus make it easier to keep the model consistent.

Consider the following CIF specification:

const int STEP = 2;
const int TARGET = 100;

automaton movement:
disc int position = 0;
event move;

location:
initial;
edge move when position < TARGET do position := position + STEP;
end

In this example, the movement automaton keeps track of the position of an object. The object starts at
position 0. It can move until it reaches its target position. The target position is 100. Rather than using
position < 100 as guard, the value 100 is stored in a constant named TARGET. The constant can then
be used instead the value 100. Similarly, the step size of the object is stored in a constant named
STEP.

Constants have a name, which by contention is usually written using upper case letters. Using a
constant instead of a fixed value makes it more clear what that value represents. For instance, by
using position < TARGET rather than position < 100, the intention of the guard condition is more
clear. Using a constant can thus enhance readability.

Another benefit of constants, is that they can be used multiple times in the same model:

const int STEP = 2;
const int TARGET = 100;

automaton movement:
disc int position = 0;
event forward, backward;



location:

initial;
edge forward when position < TARGET do position := position + STEP;
edge backward when position > 0 do position := position - STEP;

end

In this modified example it is possible for the object to perform forward as well as backward
movements. The step size is the same for both movements, making it possible to use the STEP
constant in the updates of both edges. Since a constant is used, the speed of both movements can be
changed by changing the value of the constant. Without using a constant, the speed would have to
be changed separately for each edge.

Constants are not limited to integer values. Consider the following example, where a more complex
value is used:

enum ProductType = A, B, C;
const dict(ProductType:real) DURATION = {A: 3.5, B: 5.7, C: 0.8};

This example declares a ProductType enumeration, with three different product types: A, B, and C.
The DURATION constant indicates for each product type, how long it takes to produce a product of
that type. Products of type A can be produced in 3.5 hours, products of type B in 5.7 hours, etc. To get
the production duration of products of type (, expression DURATION[C] can be used. For more
information, see the lessons on enumerations and dictionaries.

2.6.2. Algebraic variables

Consider a conveyor belt with a product on it:

CEEENC

0 1314 18

The product starts at the left side, at position 0. There is a sensor that can detect the product
between positions 13 and 14. The product exits the conveyor at position 18. The following CIF
specification models the conveyor, product, and sensor:

automaton conveyor:
disc real position = 0.0;
event move;

const real width = 6;
alg bool sensor = position + width >= 13 and position <= 14;

location:
initial;
edge move when position < 18 do position := position + 0.1;



end

The conveyor automaton models the conveyor, with a product on it. The product is modeled by
means of the position of the left side of the product, relative to the left side of the conveyor. As the
conveyor starts to move, the product moves as well, and its position on the conveyor is updated. The
product moves in steps of 0.1.

The width of the product is 6. The sensor is on whenever the product, which spans from position to
position + width, is within the sensor range, which spans from 13 to 14. An algebraic variable
named sensor is used here, to represent the value of the sensor.

An algebraic variable is a variable whose value is determined by its definition. For the sensor
variable, its value is determined from a calculation involving variable position and constant width.
Unlike discrete variables, algebraic variables can not be assigned a new value. The value of
algebraic variable sensor changes automatically as the value of discrete variable position changes.
The value of algebraic variable sensor is true whenever the product is over the sensor, and it is
false otherwise.

If we had modeled the value of the sensor as a discrete variable, we would have had to update the
variable for every edge where the value of variable position is updated. In this example, that is
only one edge. However, if the variable would have been updated on multiple edges, the sensor
value would also have to be updated for all those edges. Furthermore, when adding another edge
that updates the position variable, the edge needs to be adapted to also update the sensor discrete
variable, which can easily be forgotten. Using an algebraic variable, the value computation needs to
be specified only once, and no changes to its value are needed, as the value always remains
consistent with its definition.

Algebraic variables can be used to give an expression (computations) a name, similar to how
constants can be used to give fixed values a name. The benefits of using an algebraic variable are
similar to the benefits of using constants. Both can be used to improve readability, and to make it
easier to consistently change the model.

Algebraic variables can also be used as an abstraction. Consider the following extension of the
specification:

automaton light:
event turn_on, turn_off;

location off:

initial;

edge turn_on when conveyor.sensor goto on;
location on:

edge turn_off when not conveyor.sensor goto off;
end

The idea is to have a light turn on when a product is detected by the sensor, and have it turn off
when the sensor no longer detects the product. The algebraic variable sensor is used in the guard



conditions of the 1ight automaton, to determine when the light should be turned on or off.

In the example, the 1ight automaton only uses the sensor variable from automaton conveyor. It does
not matter how the value of that variable is defined. Currently, it is defined in terms of variable
position and constant width. However, if the conveyor automaton were modeled differently, the
expression that defines the value of the algebraic variable could be changed, without the need to
change the use of the variable in automaton light.

2.6.3. Algebraic variables and equations

Consider the following CIF specification:

automaton car:
event start, stop, breakdown, start_repair, repaired;

alg bool can_drive = idle or moving;

location idle:
initial;
edge start goto moving;

location moving:
edge stop goto idle;
edge breakdown goto broken;

location broken:
edge start_repair goto repairing;

location repairing:
edge repaired goto idle;
end

The car is initially idle. Once you start driving, the car is moving. Once you stop driving, the car is
idle again. While moving it is possible for a breakdown to occur, meaning the car is broken. Once a
mechanic starts the repair (start_repair), the mechanic is repairing the car. Once it is repaired, the
car is idle, and you can start driving it again, etc.

Algebraic variable can_drive indicates whether you can currently drive the car. As the value
calculation indicates, the car can be driven whenever it is idle or moving. That is, it can’t be driven if
the car is broken or a mechanic is repairing it.

In the example above, the value of the algebraic variable is defined with the declaration, as was
already explained in the lesson that introduced algebraic variables. However, it also possible to
specify the value separately, using an equation:

automaton car:
event start, stop, breakdown, start_repair, repaired;

alg bool can_drive;



equation can_drive = idle or moving;

// Locations omitted for brevity.
end

This allows for separation of variable declarations and equations. Both variants have the same
algebraic variable with the same value. An equation of an algebraic variable must be placed in the
same component as where the algebraic variable is declared. In the example above, the equation
for algebraic variable can_drive must be placed in automaton car, as that is where the algebraic
variable is declared.

For algebraic variables declared in automata, it is also possible to specify the value using an
equation per location of the automaton:

automaton car:
event start, stop, breakdown, start_repair, repaired;

alg bool can_drive;
location idle:

initial;
equation can_drive = true;

edge start goto moving;

location moving:
equation can_drive = true;

edge stop goto idle;
edge breakdown goto broken;

location broken:
equation can_drive = false;

edge start_repair goto repairing;

location repairing:
equation can_drive = false;

edge repaired goto idle;
end

Every algebraic variable must have a unique value in every situation. Algebraic variables must thus
have a value with their declaration, a single equation in the same component, or an equation in
every location of the automaton. For every algebraic variable, one of the three variants must be
chosen. It is allowed to choose a different variant for different algebraic variables, but it is not
allowed to use multiple variants for the same algebraic variable.



Which variant fits best for a specific algebraic variable, depends on the situation. One of the
benefits of using an equation per location, is that the equations are checked for completeness. If
you add a new location, you must add an equation to that location as well, as otherwise the model
is invalid (incomplete). This means you can’t forget to specify the value of the algebraic variable for
that new location. If you use a value with the declaration or a single equation in the component,
you might forget to update the value for the changes you made to the automaton.

2.6.4. Type declarations

Consider this slightly modified version of an example from the lesson on constants:

enum ProductType = A, B, C;

C: 0.8};
C: 3.9};

I

const dict(ProductType:real) M1_DURATION = {A: 3.5, B: 5.7,
const dict(ProductType:real) M2_DURATION = {A: 1.8, B: 4.2

I

This example declares a ProductType enumeration, with three different product types: A, B, and C.
The M1_DURATION constant indicates for each product type, how long it takes to produce a product of
that type, on machine 1. Products of type A can be produced in 3.5 hours, products of type B in 5.7
hours, etc. Constant M2_DURATION is similar, but for machine 2.

The type of both constants is the same. To avoid having to repeat complex types in multiple places,
a type declaration can be used:

enum ProductType = A, B, C;
type Durations = dict(ProductType:real)

const Durations M1_DURATION =
const Durations M2 _DURATION =

{A: 3.5, B: 5.7, C: 0.8};
{A: 1.8, B s

5.
A: 1.8, B: 4.2, C: 3.9

A type declaration with name Durations is introduced, and Durations can then be used wherever a
type is expected, instead of dict(ProductType:real). In the example above, Durations is used as type
of the two constants. The original specification and the one with the type declaration have the same
constants, with effectively the same type. That is, in both specification the value of constant
M1_DURATION is a dictionary with three key/value pairs.

Type declarations can be used to give a type a name, similar to how constants can be used to give
fixed values a name, and algebraic variables can be used to give computations a name. The benefits
are also similar, as type declarations can be used to make specifications more concise, to increase
readability, and to make it easier to consistently change types throughout the specification.

2.7. Time

2.7.1. Timing

So far, the tutorial has only used discrete event models as examples, which are all untimed. This
lesson introduces the concept of timing.



In CIF, time starts at zero (0.0). Time can progress continuously. That is, after one unit of time has
passed, the model time is 1.0. After an additional one and a half time units have passed, the model
time is 2.5, etc. By default, one time unit corresponds to one second. However, you can decide to
use another unit, and tools such as the simulator can be configured to speed up or slow down the
simulation accordingly.

Variable time

A variable named time is always available in every specification. The variable holds the current
absolute model time as its value, and can be used throughout the model. Initially, time and thus the
value of variable time start at zero (0.0). As time progresses, the value of variable time is
automatically updated to ensure it properly represents the current time of the system.

In this lesson, absolute time will be used. In most models, it is easier to use relative time. This can
be achieved with continuous variables, discussed in the next lesson.

Timed guards

Consider the following CIF specification:

event push, release;

automaton user:
location start1:
initial;
edge push when time >= 1.5 goto stop1;

location stopl:
edge release when time >= 2.3 goto start2;

location start2:
edge push when time >= 2.4 goto stop2;

location stop2:
edge release when time >= 7.6 goto done;

location done;
end

The push and release events represent pushing and releasing of a button respectively. The actual
behavior of the button itself is omitted. The specification does model the behavior of a user.
Initially, the user is in location start1, and no time has passed. The edge with the push event is not
yet enabled, as the guard is not satisfied. As soon as one and a half time units have passed, the
guard condition becomes satisfied, and the push event becomes enabled. This edge models that the
user starts to push the button after 1.5 time units. The user then waits for another 0.8 (2.3 - 1.5)
time units, before releasing the button (stop pushing it). After waiting another 0.1 (2.4 - 2.3) time
unit, the user pushes the button again. Finally, after waiting 5.2 (7.6 - 2.4) time units, the user



releases the button one last time. In the done location, the push and release events are never enabled
(no edges for those events), and thus the user never pushes or releases the button again. No other
events are enabled, so time keeps progressing forever, without any events happening.

Time transitions

The state space of the above specification is:

push 0.8 release 0.1 push 5.2 release
— pushl, 00 ——— » pushl, 15 —— > releasel, 15 ——> releasel, 23 ———> push2,23 —— 5 push2, 24 — > release?, 24 —— > release?, 76 —— > done, 7.6 — o0

The states are labeled with the names of the current locations of automaton user and the current
values of variable time. The transitions labeled with event names are event transitions. The other
transitions are time transitions, which are labeled with the duration of the time transitions, i.e. the
number of time units that passes. At the end of the state space, a time transition of infinite duration
is shown, to indicate that time can progress forever.

The current locations of automata can not change as time passes as the result of taking a time
transition. The only way for the current locations to change, is as the result of taking an edge as
part of an event transition.

Urgency

By default, all events in CIF are urgent. Events being urgent means that edges are taken as soon as
possible. In other words, event transitions take priority over time transitions. Time can only
progress if no event transitions are possible. For further details on urgency, see the future urgency
lesson.

Numeric time

In the above example, guard time >= 1.5 is used. You might wonder why the guard is not time =
1.5, as the intention is that user pushes the button after exactly 1.5 time units, and not after 1.6 or
1.7 time units. The main reason is that the simulator uses finite precision in its numeric
calculations to find the moment in time that the edge becomes enabled. The answer also has finite
precision. It is often not exactly at 1.5 time units, but is slightly after it, say at time 1.50000000000001.
If you use time = 1.5 as guard instead of time >= 1.5, the simulator will most likely miss the change
in enabledness of the edge, and will never enable the event.

2.7.2. Continuous variables

In the lesson that introduced timing, variable time was used. Variable time uses absolute model
time, i.e. the total amount of time that has passed since the start of the simulation. It is usually
easier to use relative model time, i.e. a certain amount of time passes after a certain event. This is
where continuous variables are ideal. A continuous variable is a variable that changes value
automatically, as time progresses. Consider the following CIF specification:

automaton machine:
event start, finished;
cont t = @0 der 1;



location idle:
initial;
edge start do t := @ goto producing;

location producing:
edge finished when t >= 3 goto idle;
end

This specification models a machine that is initially idle. The machine can start to produce a
product. After a while, it is done producing. Due to having finished the product, it becomes idle
again, until it is starts to product the next product.

Continuous variable t is declared to initially have value 0. Its derivative is 1, meaning that every
unit of time that passes, the value of t increases by 1. Every time the start event happens, the value
of continuous variable t is reset to 0 using an assignment. As a result of this reset, t will be @ when
the automaton enters the producing location. The edge for the finished event indicates that the
event can only happen when t >= 3 holds. This condition will hold after three time units. This
means that automaton machine remains in the producing location for three time units, before going
to the idle location. It will thus always take three units after entering the producing location, before
the guard becomes enabled, and the finished event can take place. The state space is as follows:

start 3.0 finished start 3.0 finished start 3.0 finished
—» i,00,00 —> p 0000 —w—» p 30,30 ——» 30,30 —> p3000 —— p6030 —— 6030 —> p60,00 —> p90,30 —> 9030 —-
The states are labeled with the first letters of the names of the current locations of automaton
machine and the current values of variables time and t.

Continuous variables always have real values. Similar to discrete variables, if their initial value is
not specified, it is 0.0:

cont t der 1; // Initial value is 0.0.

The derivative of a continuous variable can be used as a variable as well. The derivative of
continuous variable t is t'. A derivative is read only; it can not be assigned. Similar to algebraic
variables, it is always equal to its definition. In the case of variable t, its derivative is always 1. The
values of variables time, t, and t' as time progresses are:
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2.7.3. Continuous variables and equations
Consider the following CIF specification:
automaton person:

event turn;
cont t = @ der 1;

location:
initial;
edge turn when t > 10 do t := 0.0;
end

This specification models a person walking back and forth. Every time that the person has walked 10
time units, (s)he will turn around, walking in the other direction.

In the example above, the derivative of the continuous variable is defined with the declaration, as
was already explained in the lesson that introduced continuous variables. However, it also possible
to specify the derivative separately, using an equation:

automaton person:
event turn;
cont t = 0; // Declaration specifies only the initial value.

equation t' = 1; // Derivative specified using separate equation.
location:
initial;
edge turn when t > 10 do t := 0.0;
end

This allows for separation of variable declarations and equations. Both variants have the same



continuous variable with the same derivative. An equation of a derivative of a continuous variable
must be placed in the same component as where the continuous variable is declared. In the
example above, the equation for t' must be placed in automaton person, as that is where t is
declared.

We could extend this specification to keep track of the direction that the person is moving:

automaton person:
event turn;
cont t = 0 der 1;

location away:
initial;
edge turn when t > 10 do t :

0.0 goto back;

location back:
edge turn when t > 10 do t :

0.0 goto away;
end

For continuous variables declared in automata, it is also possible to specify the derivative using an
equation per location of the automaton. This allows us to keep track of the exact position of the
person:

automaton person:
event turn;
cont pos = 0;

location away:
initial;
equation pos' = 1;
edge turn when pos > 10 goto back;

location back:
equation pos' = -2;
edge turn when pos < @ goto away;
end

Here, the continuous variable t has been renamed to pos, to make it more clear that it indicates the
position of the person. As long as the person is moving away, the derivative of pos is 1, and the
person moves away, one place every time unit. When the person reaches position 10, the position is
not reset to zero. Instead, only the location is changed to the back location. In that location, the
derivative of pos is -2. This means that every time unit, the position decreases by 2. That is, the
person back to the original position, but at twice the speed. The values of variables time, pos, and
pos' as time progresses are:
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As with algebraic variables, every continuous variable must have a unique derivative in every
situation. Continuous variables must thus have a derivative with their declaration, a single
equation in the same component, or an equation in every location of the automaton. For every
continuous variable, one of the three variants must be chosen. It is allowed to choose a different
variant for different continuous variables, but it is not allowed to use multiple variants for the
same continuous variable.

2.7.4. Equations

Consider the following non-linear system:

Qi

Qo

Variable V models the water volume of a tank. The water volume of the tank changes based on the
incoming flow of water Qi and outgoing flow of water Qo. The tank can be modeled using the
following CIF specification:

cont V = 5 der Qi - Qo;
alg real Qi = 1;
alg real Qo = sqrt(V);

Initially, the tank is filled with 5 liters of water. The incoming flow is constant at 1 liter per second.
The outgoing flow increases as the water volume of the tank increases.

By separating the declarations of the three variables from their equations, the specification
becomes more readable:
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cont V = 5;
alg real Qi;
alg real Qo;

equation V' = Qi - Qo;
equation Qi = 1;
equation Qo = sqrt(V);

The values of the variables as time passes are shown in the following figure:

ime

— i —— Qo —V Vv

2.7.5. Variables overview

CIF features different kinds of variables, that have different functionality. Each is better suited for a
particular purpose. The following table gives an overview:

Kind of variable Can be assigned Can change as time
progresses
Discrete variable yes no
Algebraic variable no yes
Continuous variable yes yes
Derivative of a continuous no yes
variable
Input variable depends depends

Discrete variables can only change value when given an explicit new value by means of an
assignment. They don’t change automatically as time progresses.



Algebraic variables can’t be assigned. Instead, their values depend on their declarations or
equation(s). If the computations that result in their values depend on a variable that can change
value as time progresses, then so can the values of the algebraic variables. Algebraic variables are
used as named shorthand notations for computations, for readability, reuse, consistency, and
abstraction.

Continuous variables automatically change value as time progresses, as specified by their
derivatives. They can also be assigned new values, from which they then automatically change
again, based on the current values of their derivatives.

The derivatives of the continuous variables can be seen as variables themselves. Their values
depend on their declaration or equation(s). If the computations that result in their values depend
on a variable that can change value as time progresses, then so can the values of the derivatives.

Input variables are introduced in a later lesson. Different tools may use different approaches to
connect input variables to the environment of the specification, which impacts how values are
provided for the input variables. Whether input variables can change value by assignment or can
change as time progresses therefore also depends on how tools work with them. The CIF language
allows assigning them via SVG input mappings with updates, which are explained in a later lesson.

2.7.6. Urgency

In CIF, urgency indicates whether or not time may progress. CIF has three forms of urgency: event
urgency, location urgency, and edge urgency. Edge urgency should be avoided, and is not explained
here.

Event urgency

By default, all events in CIF are urgent. Events being urgent means that edges are taken as soon as
possible. In other words, event transitions take priority over time transitions. Time can only
progress if no event transitions are possible. It is not possible to make events non-urgent in a CIF
model, but specific tools may allow making events non-urgent.

Location urgency

Consider the following CIF specification:

automaton use_case:
location first:
initial;
edge tau goto second;

location second:
edge tau goto done;

location done;



end

This automaton represents a use case, which goes from one location to the next. The state space is:

tau tau
—»  first, 0.0 ———» second, 0.0 ——» done, 0.0 —» ¢

The states are labeled with the names of the current locations of automaton use case and the
current values of variable time. At the end of the use case, no events are possible, and thus time can
progress infinitely. To force that in location done no time can progress, the location can be made
urgent:

automaton use_case:
location first:
initial;
edge tau goto second;

location second:
edge tau goto done;

location done:
urgent; // Location is now urgent.
end

The resulting state space is:

tau tau
—» fyrst, 0.0 > second, 0.0 ———> done, 0.0

2.7.7. Deadlock and livelock

This lesson explains the concepts of deadlock and livelock.

Deadlock

If no event transitions are possible, and also no time transitions are possible (time may not
progress), then no transitions are possible. This is called deadlock. No behavior is possible, or will
ever become possible. As an example, consider the following CIF specification:

automaton use_case:
location wait3:
initial;
urgent,
edge tau when time > 3 goto done;

location done;



end

Location wait3 is the initial location. Initially, time is zero. Time can not progress, as the location is
urgent. Since the guard of the edge also does not hold, event tau is also not possible. No transitions
are possible, and the specification is in deadlock.

Livelock

As long as an event is possible, no time may pass. If by mistake always an event is possible, this
prevents all passage of time. Consider the following CIF specification:

automaton car:
event increase, decrease, arrived;
disc real speed = 0;
cont pos = @ der speed;

location underway:
initial;
edge increase when speed < 100 do speed :
edge decrease when speed > @ do speed :
edge arrived when pos = 850 goto done;

speed + 1;
speed - 1;

location done;
end

This specification models a car that can increase and decrease its speed, so that it is at least @ and at
most 100. It keeps track of its position (continuous variable pos) that increases more quickly as the
speed increases. When position 850 is reached, the car has arrived and is done.

The car will be increasing and decreasing it speed, using the increase and decrease events. As
always at least one of them is enabled at any moment, time can never progress, and pos remains
zero. This effect is called livelock. While behavior is still possible, the model does not truly progress
with useful behavior. The model gets 'stuck’ repeating one or a few events.

2.8. Channel communication

2.8.1. Channels

Consider the following figure of a producer and two consumers, where rectangles represent entities
and the arrows represent the data that is communicated:

providel consumerl

producer

provide2 consumerz2



The producer creates products, identified by a unique identification number. Each product
produced by the producer, is provided either to the first or to the second consumer. Consider the
following CIF specification:

event providel, provide?2;

automaton producer:
disc int nr = 0;

location:
initial;
edge providel, provide2 do nr := nr + 1;
end

automaton consumer1:
disc list int nrs;

location:
initial;
edge providel do nrs := nrs + [producer.nr];
end

automaton consumer?:
disc list int nrs;

location:
initial;
edge provide2 do nrs := nrs + [producer.nr];
end

The producer keeps track of the identification number (variable nr) of the current product, and
provides products to either the first consumer (event providel) or the second consumer (provide2).
Both consumers have a list of their products (variable nrs in the consumer automata). Initially, the
consumers don’t have a product, and the list is empty. When a consumer gets a new product, it
looks up the identification number of the product at the producer, and stores it locally. The
producer then moves on to the next product, by increasing its current identification number.

We can identify two problems in this model.

The first problem is that we need two events in order for the producer to provide products to either
the one consumer or the other consumer. If we used only one event, both consumers would need to
use that event, have the event in their alphabet, and would thus have to simultaneously participate
in the synchronization. A consequence of having an event per consumer, is that the producer
automaton has both events on its edge. Adding a third consumer entails having to add another
event, as well as having to modify the edge of the producer automaton. This is not a nice scalable
solution.

The second problem is that the consumer refers directly to the nr variable of the producer
automaton. This introduces a very tight coupling between the producer and the consumers. It



exposes the nr variable of the producer to the consumers, making it more difficult to change the
producer without changing the consumers.

Both these problems can be solved by using channels. Channels are a special form of events, that
can be used to communicate or transmit data from a sender to a receiver. In our example, data that
is communicated are the identification numbers of the products, the producer is the sender, and
the consumers are the receivers.

Channels require one or more potential senders, and one or more potential receivers. Automata
cannot be both sender and receiver for a single channel. They may however be a sender for one
channel, and a receiver for another channel. For every transition, exactly one of the senders and
exactly one of the receivers participate. The sender sends a value, and the receiver receives that
value. This type of communication is often called channel communication or point-to-point
communication, as the data is communicated from one point (the sender) to another point (the
receiver).

Multiple automata that synchronize over the same event perform a transition together. Similarly, a
sender and receiver that together perform a channel communication, perform a transition
together. In both cases, all automata involved take their respective edges synchronously
(simultaneously).

Channels are ideally suited for modeling product flows, or more generally the movement of
physical entities through a system. Physical objects usually don’t duplicate themselves or
spontaneously stop to exist. This fits nicely with channels, where data is communicated or passed
along from exactly one sender to one receiver. In our example, product produced by the producer
are physically provided to one of the consumers.

The following CIF specification models the above example using channels:

event int provide;

automaton producer:
disc int nr = 0;

location:
initial;
edge provide!nr do nr :=nr + 1;
end

automaton consumer1:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

automaton consumer?:
disc list int nrs;



location:
initial;
edge provide? do nrs := nrs + [?];
end

The providel and provide2 events have been replaced by a single channel named provide. Channels
are declared similar to events, but have a data type that indicates the type of values that are
communicated over the channel. In this case integers are communicated.

The producer now uses the channel on its edge, instead of the two events. The exclamation mark (!)
after the channel name means that the producer is sending over the channel. After the exclamation
mark, the value that the producer sends is given. In this case, the producer sends the identification
number of its current product.

The edges of the consumers have been modified as well. The channel is used with a question mark
(?) after the channel name, indicating that the consumers receive over the channel. The received
value, which is available as the ? variable in the update, is directly added to the nrs list of the
consumer.

By using channels, we no longer need multiple events, and the producer does not need to be
modified if another consumer is added. This makes the model scalable to varying amount of
consumers. Furthermore, the consumers now use the ? variable to obtain the received value, and
no longer need direct access to the variables of the producer. This makes it easier to modify the
producer without having to also modify the consumers.

To conclude this lesson, we’ll extend the example with a second producer:

event int provide;

automaton producer’:
disc int nr = 0;

location:
initial;
edge provide!nr do nr :=nr + 1;
end

automaton producer?2:
disc int nr = 0;

location:
initial;
edge provide!nr do nr :=nr + 1;
end

automaton consumer1:
disc list int nrs;

location:



initial;
edge provide? do nrs := nrs + [?];
end

automaton consumer?:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

The producer automaton has been renamed to producer1, and a producer2 has been added. Both
producers independently produce products and provide them to the consumers. Both consumers
can receive products from either producer. At all times, four transitions are possible: producer
communicates with consumer1, producer1 communicates with consumer2, producer2 communicates
with consumer, or producer2 communicates with consumer2.

Note that the producer1 and producer2 automata are identical, as are the consumer1 and consumer?
automata. In the lesson on automaton definition/instantiation, it is shown how this duplication can
be prevented.

2.8.2. Dataless channels

Besides channels that communicate data, it is also possible to use dataless channels. A channel that
does not communicate any data, is declared with the void type. Dataless channels are also called
void channels. When using dataless channels, the sender does not provide a value to send over the
channel. Also, the receiver cannot use the received value (variable ?7) since no data is
communicated.

Dataless channels are used in the same situations as 'normal’ channels, for instance when physical
product flow is modeled. If products don’t have an identification number, and can not be
distinguished based on color or some other property, all products are essentially equal. It is then
sufficient to communicate that a product is being 'transferred'. No further data is needed. While it
is possible to communicate dummy values, dataless channels provide a better solution in such
cases.

Consider again the producer/consumer example from the previous lesson, with one producer and
two consumers, but without identification numbers for the products:

event void provide;

automaton producer:
location:
initial;
edge provide!;
end

automaton consumer1:



location:
initial;
edge provide?;
end

automaton consumer?2:
location:
initial;
edge provide?;
end

The producer still produces products and provides them to either the first or the second consumer.

2.8.3. Combining channel communication with event synchronization

Consider again the producer/consumer example with two producers and two consumers, from a
previous lesson:

event int provide;

automaton producer1:
disc int nr = 0;

location:
initial;
edge provide!nr do nr := nr + 1;
end

automaton producer?2:
disc int nr = 0;

location:
initial;
edge provide!nr do nr :=nr + 1;
end

automaton consumer1:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

automaton consumer?:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];



end

Now assume we want to restrict communication to allow at most five products in total to be
provided to the consumers. We could adapt both producers, as follows:

automaton producer1:
disc int nr = 0;

location:
initial;
edge provide!nr when nr + producer2.nr < 5 do nr :=nr + 1;
end

automaton producer?2:
disc int nr = 0;

location:
initial;
edge provide!nr when producerl.nr + nr < 5 do nr :=nr + 1;
end

Each producer gets an additional guard condition whether it may provide a product to one of the
consumers. If the total number of products provided by both providers does not exceed five, they
may still provide a product. Having to adapt both producers is less than ideal.

As an alternative solution, we can add an additional automaton, instead of adapting the producers:

automaton controller:
disc int cnt = 0;

location:
initial;
edge provide when cnt < 5 do cnt := cnt + 1;
end

This controller automaton (together with the original producer automata) keeps track of the
number of products provided to consumers, by counting them in variable cnt. It only allows the
provide event when less than five products have been provided. If five or more products have been
provided, it disables the provide event.

In the controller automaton, the provide channel is used as an event rather than a channel. When
one of the producers and one of the consumers together perform a channel communication, the
controller automaton that has the provide event in its alphabet, must synchronize with it. This
allows the controller to impose additional restrictions on the channel communication, allowing or
forbidding it in certain cases. The controller is added as a separate process, which improves
scalability.

In general, every automaton may either send over a channel, receive over a channel, or



synchronize with a channel. An automaton may not take on more than one of these roles, for a
single event. It may however send over one channel, receive over another channel, and
synchronize with yet another one.

Every event transition for a channel requires exactly one automaton that participates as sender,
and exactly one automaton that participates as receiver. Furthermore, all automata that have the
channel in their alphabet, must additionally participate as well, by synchronizing together with the
sender and receiver. Automata that send or receive over a channel, do not have that channel in
their alphabet. Only automata that synchronize with an event or channel have that event or
channel in their alphabet.

Automata that synchronize over a channel can be used to further restrict the allowed channel
communications, as shown in the above example. It is however also possible for the additional
synchronizing automata to monitor (observe) the channel communication.

2.9. Functions

2.9.1. Functions

Functions can be used to compute values from other values. CIF has many built-in functions, called
standard library functions. An example is the size function, which takes a list and returns the
number of elements of the list. Another example is the abs function, which takes an integer or real
number and computes the absolute value of that number.

While many built-in functions are available, they may not always suffice. User-defined functions
can be added to CIF models, to allow custom computations needed by the model. By putting the
calculation in a user-defined function, the calculation can be used in several places, allowing for
reuse. Furthermore, functions allow for more complex computations than would otherwise be
possible.

CIF features two kinds of user-defined functions: internal ones and external ones. Internal user-
defined functions are fully defined within the CIF model. External user-defined functions declare
only a header which indicates the existence of the function, while the actual implementation is
obtained from an external source. The lessons of this category only explain internal user-defined
functions. The language reference documentation gives more information on external user-defined
functions.

2.9.2. Internal user-defined functions

The most commonly used kind of user-defined functions are the internal user-defined functions.
Consider the following CIF specification:

func real mean(list real vs):
int length = size(vs);
int index = 0;
real sum = 0;

while index < length:



sum := sum + vs[index];
index := index + 1;
end
return sum / length;
end

This specification defines a function (keyword func) named mean. After the name of the function,
between the parentheses, the parameters are listed. The parameters are the input values, which the
function can use to compute its result. In this example, the function takes a list of real values as its
only parameter. Parameter name vs can be used in the body of the function to refer to this input
value. Just after the func keyword, the type of the result of the computation is specified. In this case,
the function results in a real typed value. The mean function takes a list of integer values and
produces a single real value as result.

In the body of the function, local variables can be declared. The mean function declares three
variables: length, index, and sum. Local variables of functions are also called function variables, and
they are very similar to discrete variables. The main difference is that they are declared without
the disc keyword. In the example, length is set to the number of elements in list vs. Variables index
and sum are both initialized to 0.

After the local variables (if any), the statements of the body are given. The statements implement
the algorithm, the actual computation of the function. Statements are executed one after another, in
the order they are given. In the mean function, the while statement is executed before the return
statement. The mean function first calculates the sum of the input values, and then returns the mean
value. The details of the statements are discussed in the next lesson.

A function can be called (or applied) on concrete input values, to obtain the computation result for
those specific input values. For instance, consider the following extension to the above CIF
specification:

alg real m = mean([1.5, 3.2, 7.9, 15.8]);

automaton a:
disc real x;

location:
initial;
edge do x := 2 * mean([0.4, 1.5, 6.8]);
end

Algebraic variable m is given the value that results from calling function mean on a single argument,
a list with four values. Each argument of a function call must match with the corresponding
parameter of the function being called. In this case, the list of four real values matches with the vs
parameter of the mean function, which has type list real. Variable m becomes 7.1, as the mean of
those four valuesis 7.1 ((1.5 + 3.2 + 7.9 + 15.8) / 4).

The edge in automaton a assigns a value to variable x. The mean of a list of three values is
calculated, and multiplied by two, to obtain the new value of x. The mean of 0.4, 1.5, and 6.8 is (0.4



+ 1.5 + 6.8) / 3, whichis 2.9. Variable x gets 5.8 (2.9 * 2) as its new value.
Function mean is called in two places in the example, showing reuse of calculations.

Functions in CIF are mathematical functions. That is, the result of a function is the same for the
same input values, and functions have no side effects. Functions can not directly access variables
outside their body. For example, they cannot access discrete, continuous, and algebraic variables.
They can also not use variable time. To use the values of those variables in a function, they have to
be passed in through parameters.

2.9.3. Function statements
This lesson explains the different statements that can be used in internal user-defined functions:

* Assignment statement

¢ Return statement

While statement

If statement

* Break statement

e Continue statement

Assignment statement

Assignments in functions are very similar to assignments to discrete variables. For instance:
X = x + 1;
Besides local variables, it is also allowed to assign new values to the parameters. Changes to

parameters only have effect inside the function itself.

For multi-assignments, the outer parentheses are not needed:

// Multi-assignment on an edge.
edge do (x, y) := (1, 2);

// Multi-assignment in a function.
X, y:=1, 2;

Return statement

The execution of a function ends when a return statement is encountered. The value following the
return statement is the result of the entire function. Consider again the return statement from the



mean function from the previous lesson:

return sum / length;

In this case, the sum of the input values is divided by the number of input elements (variable 1ength)
to obtain the mean of the input values. The mean of the input values is the result of the function.

While statement

The while statements allows for repeated execution of the statements in its body, as long as the
condition of the while loop holds. Consider again the mean function from the previous lesson:

func real mean(list real vs):
int length = size(vs);
int index = 0;
real sum = 0;

while index < length:
sum := sum + vs[index];
index := index + 1;
end
return sum / length;
end

The mean function processes each of its input values, using a while loop. As long as the condition
(index < length) holds, the body of the while is executed over an over. The body consists of two
assignments. The first assignment obtains an input value (vs[index]) and adds it to the sum. The
second statement increases the index, to proceed with the next input value. After the two
assignments have been executed, the condition of the while is evaluated again. If the condition still
holds, the two assignments are executed again, etc. When the condition no longer holds, the while
statement is done, and execution proceeds with the next statement, the return statement.

If statement

In a previous lesson, the if expression is introduced to construct more complex expressions.
Consider the if expression from that previous lesson, but now used within a function:

func int signum(real x):
return if x> 0: 1

elif x < 0: -1
else 0
end;

end



For functions one can also use if statements. This expression can be rewritten into an if statement
as follows:

func int signum(real x):
if x > 0:
return 1;
elif x < 0:
return -1;
else
return 9;
end
end

A difference between an if statement and an if expression is that the if statement can be partial in
the sense that it does not need an else part. Consider again the mean function from above. It does
not correctly handle empty lists. The length of an empty list is 0, so the return statement will cause a
division-by-zero error. We can correctly handle this edge case using an if statement:

func real mean(list real vs):
int length = size(vs);
int index = 0;
real sum = 0;

if length = 0:
return 0;
end

while index < length:
sum := sum + vs[index];
index := index + 1;
end
return sum / length;
end

Break statement

A break statement 'jumps out' of a while statement, continuing with the first statement after the
while. Consider the following CIF specification:

// Get the first 'n' values from 'xs' that are not 'bad'.
func list int first_n(list int xs; int n; int bad):

int index = 0;

int x;

list int result = [];

while index < size(xs):



X := xs[index];
if x != bad:
result := result + [x];
end
if size(result) = n:
break;
end
index := index + 1;
end
return result;
end

// The value of 'y' is [1, 5, 3].
alg list int y = first_n([1, 2, 5, 3, 4, 1, 31, 3, 2);

The first_n function takes a list of integer numbers xs, and returns a list result with the first n
numbers from xs that are not bad. A while loop is used to process each of the numbers in list xs. The
current number is stored in variable x. If the current number is not the same as bad, it is added to
the result. If the result then contains n values, the break statement is used to break out of the while
loop and continue execution at the first statement after the while loop, which is the return
statement. If less than n values are in the result, index is incremented to ensure the next number of
the list is processed in the next iteration of the while loop. The return statement at the end of the
function is used to return the result list, which contains at most n values.

Continue statement

A continue statement 'jumps over' the remaining statements in the body of a while statement, and
continues with the next iteration of that while statement. Consider the following CIF specification:

// Get the values from 'xs' that are greater than 5.
func list int filter_gt5(list int xs):

int index = 0;

int x;

list int result = [];

while index < size(xs):
X := xs[index];
index := index + 1;
if x <= b:
continue;
end
result := result + [x];
end
return result;
end

// The value of 'y' is [8, 7, 6].



alg list int y = filter_gt5([1, 8, 5, 7, 4, 6, 31);

The filter_gt5 function takes a list of integer numbers, and returns a filtered list that only contains
those integer number that are greater than 5. A while loop is used to process each of the numbers in
list xs. The current number is stored in variable x, and index is incremented to ensure the next
number of the list is processed in the next iteration of the while loop. If the current number is not
greater than 5, the remaining statements in the body of the while are skipped, meaning x is not
added to the result. The while loop then continues with the next iteration, for the next number in
xs. If the current number (x) is greater than 5, execution continues after the if statement, and the
number is added to the result. After all numbers in the list have been processed, the filtered result
list is returned to the caller of the function.

2.9.4. Functions as values

Functions can be used as values. By treating them as data, they can be stored in variables, and
passed to other functions. This lesson shows one example of how that can be useful.

Consider the following list of numbers:

alg list real nrs = [0.5, 1.3, 0.1, 2.7, 1.4];

Now assume we wanted to sort these numbers both in increasing and in decreasing order, using a
single sorting function:

alg list real inc
alg list real dec

sort(nrs, cmp_inc); // [0.1, 0.5, 1.3, 1.4, 2.7]
sort(nrs, cmp_dec); // [2.7, 1.4, 1.3, 0.5, 0.1]

Variable inc contains the same numbers as nrs, but sorted in increasing order, while dec contains
them in decreasing order. We use the same sort function in both cases, but with different
comparison functions:

func bool cmp_inc(real a, b):
return a <= b;
end

func bool cmp_dec(real a, b):
return a >= b;
end

Function cmp_inc takes two real numbers and returns true only if the first number is smaller than
the second one (a and b are in increasing order). Function cmp_dec has the same parameters, but
returns true only if the first number is larger than the second one (a and b are in decreasing order).
The sort function is defined as follows:

func Tist real sort(list real xs; func bool (real, real) cmp):



inti=1,3j;
real x;

while i < size(xs):
j = 1;
while j > @ and not cmp(xs[j-1], xs[j]):
// swap x[j-1] and x[j]

x = xs[j-11;
xs[j-11 := xs[jl;
xs[j] = x;
j =3 -1;
end
im=1+1;
end
return xs;

end

The sort function has two parameters. The first parameter is xs, which contains the values to sort.
The second parameter is cmp, the compare function to use to determine whether two numbers are
correctly ordered. The cmp parameter has type func bool (real, real), which means that a function
that has two real parameters and a boolean return value is required. The cmp_inc and cmp_dec
functions satisfy these requirements, and can be used as second argument when the function is
called to determine the values of algebraic variables inc and dec.

The sort function implements a standard insertion sort algorithm. The cmp parameter is used in the
sort function to compare two consecutive values in xs, and swap them if they are not correctly
ordered.

The cmp parameter of the sort function has a function type, allowing compare functions to be
passed to the sort function, as data. This allows the sort function to sort lists of numbers in
different orders, depending on the compare function that is provided.

2.10. Scalable solutions and reuse (2/2)

2.10.1. Automaton definition/instantiation

Parts of a system that are nearly identical, are often modeled as nearly identical automata. Having
to specify them multiple times can be burdensome. It can also hinder scalability, as changes to one
of them usually need to be applied to the others as well. Consider again the producer/consumer
example from the lesson that introduced channels:

event int provide;

automaton producer:
disc int nr = 0;

location:
initial;
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edge provide!nr do nr :=nr + 1;
end

automaton consumer1:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

automaton consumer?:
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

The producer provides products either to the first consumer or to the second consumer. The
consumers are modeled using identical automata. Only the names of the consumer1 and consumer?2
automata differ. Ideally, we would have a sort of consumer template, and use that template twice,
once for each of the actual consumers. This can be achieved in CIF using an automaton definition
(the template) and two automaton instantiations (the uses of the template):

event int provide;

automaton producer:
disc int nr = 0;

location:
initial;
edge provide!nr do nr := nr + 1;
end

automaton def Consumer():
disc list int nrs;

location:
initial;
edge provide? do nrs := nrs + [?];
end

consumer1: Consumer();
consumer?2: Consumer();

The Consumer automaton definition is identical to the original consumers, except that it is an
automaton definition rather than an automaton. An automaton definition can be identified by the
def keyword between the automaton keyword and the name of the automaton definition, as well as



by the parentheses after its name. As a convention, names of automaton definitions start with an
upper case letter (Consumer rather than consumer).

An automaton definition by itself is not an automaton. The instantiations of the automaton
definition (consumer1 and consumer2) however, are automata. Before the colon (:), the name of the
instantiation is given. This name is also the name of the actual automaton. After the colon, the
name of the automaton definition that is instantiated is given.

Using an automaton definition, the above example models the behavior of a consumer only once.
Adding a third consumer is as easy as adding another automaton instantiation, which takes only
one line of code (consumer3: Consumer();). Changing the behavior of all consumers only requires
changes to the common automaton definition. Automaton definition/instantiation allows for
scalability and reuse, and also improves maintainability.

Automaton definition/instantiation can be eliminated, by replacing all automaton instantiations by
the automaton definitions that they instantiate, and changing the automaton definition header
(automaton def Consumer():) by an automaton header (automaton consumer1:). If we do that for the
example above, we obtain the original specification from the beginning of this lesson. The two
specifications are functionally equivalent. Automaton instantiation consumer1 is also often referred
to as automaton consumer1, when there is no confusion.

2.10.2. Parametrized automaton definitions

In the previous lesson, automaton definition/instantiation was used to obtain two identical
automata, while only having to specify their behavior once. What we have seen so far, is enough for
exactly identical automata, but not for nearly identical automata. Consider the following two nearly
identical consumers:

automaton consumer1:
disc list int buffer = [];

location:
initial;
edge provide? when size(buffer) < 2 do buffer := buffer + [?];
end

automaton consumer?:
disc list int buffer = [];

location:
initial;
edge provide? when size(buffer) < 3 do buffer := buffer + [?];
end

The consumers can accept products that the producer provides (channel provide). They store the
identification numbers of those products in a buffer. The two consumers are identical except for
the number of products that they can accept: the first consumer can accept two products, the
second producer can accept three products. We can still use automaton definition and instantiation



to model the consumer only once, but we need to parametrize the automaton definition:

automaton def Consumer(alg int capacity):
disc list int buffer = [];

location:
initial;
edge provide? when size(buffer) < capacity do buffer := buffer + [?];
end

consumer1: Consumer(2);
consumer?2: Consumer(3);

The Consumer automaton definition now has a parameter named capacity that indicates how many
identification numbers can be stored in its buffer. The automaton instantiations consumer1 and
consumer? provide an argument (2 and 3 respectively) to match the parameter of Consumer. That is,
the instantiations indicate their capacity. Using parameters, the Consumer automaton definition
models the behavior of both automata consumer1 and consumer?2, even though they have different
capacities.

The details of the different kind of parameters of automaton definitions are explained in the next
lesson.

2.10.3. Automaton definition parameters

In the previous lesson, an automaton definition with parameter was used. The parameter was an
algebraic parameter, which is only one of the different kinds of automaton definition parameters.
This lesson explains each of them:

Algebraic parameters
* Event parameters
» Location parameters
* Input parameters

* Automaton parameters

This lesson also explains how to use multiple parameters.

Algebraic parameters

An algebraic parameter is similar to an algebraic variable. Arbitrary values or expressions of
matching type can be provided as arguments in automaton instantiations. For instance, consider
the following partial CIF specification:

event int accept, provide;



automaton def Buffer(alg int capacity):
disc list int buf = [];

location:
initial;
edge accept? when size(buf) < capacity do buf := buf + [?];
edge provide!buf[@] when size(buf) > 0 do buf := buf[1:];
end

buffer1: Buffer(5);

Automaton definition Buffer has an algebraic parameter that indicates the capacity of the buffer.
The buffer can accept something when it has not yet reached its capacity. It can provide something
when the buffer is not empty. Automaton instantiation buffer1 has value 5 as its argument. Value 5
is an integer number, which matches the integer type (int) of the capacity parameter.

Algebraic parameters can be used inside an automaton definition, wherever a value is expected,
e.g. in guards, updates, initial values of discrete variables, and invariants. The expression that is
provided by the instantiation is essentially filled in wherever the parameter is used. The above is
equivalent to:

event int accept, provide;

automaton buffer?:
disc 1list int buf = [];

location:
initial;
edge accept? when size(buf) < 5 do buf := buf + [?];
edge provide!buf[@] when size(buf) > @ do buf := buf[1:];
end

Event parameters

Event parameters allow different instantiations to synchronize with different events or to
communicate over different channels. For instance, consider the following partial CIF specification:

event int generate, pass_along, exit;

automaton def Buffer(event int accept, provide):
disc int buffer;

location accepting:
initial;
edge accept? do buffer := ? goto providing;



location providing:
edge provide!buffer goto accepting;
end

buffer1: Buffer(generate, pass_along);
buffer2: Buffer(pass_along, exit);

Automaton definition Buffer is parametrized with two channels, one to accept a product into the
one place buffer, and one to provide it to some other part of the system. The first buffer (buffer1)
accepts products via the generate channel, and provides products via the pass_along channel. The
second buffer (buffer2) accepts products via the pass_along channel, and provides products via the
exit channel. The first buffer uses the pass_along channel as its provide channel parameter, and the
second buffer uses that same pass_along channel as its accept channel parameter. The first buffer
thus provides its items to the second buffer.

Event and channel parameters can be used inside an automaton definition, wherever an event or
channel is expected, e.g. on edges and in alphabets if explicitly specified. The event or channel that
is provided by the instantiation is essentially filled in wherever the parameter is used. The above is
equivalent to:

event int generate, pass_along, exit;

automaton buffer?:
disc int buffer;

location accepting:
initial;
edge generate? do buffer := ? goto providing;

location providing:
edge pass_along!buffer goto accepting;
end

automaton buffer2:
disc int buffer;

location accepting:

initial;

edge pass_along? do buffer := ? goto providing;
location providing:

edge exit!buffer goto accepting;
end

Channel parameter usage restrictions

If an event parameter is actually a channel (it has a data type), it may also be called a channel



parameter. By default, a channel parameter can be used to send, receive, or synchronize. However,
it is also possible to restrict the allowed usages. By putting certain event usage restriction flags after
the name of the channel parameter, only those usages are allowed. The available flags are ! to
allow sending, ? to allow receiving, and ~ to allow synchronizing. Duplicate flags are not allowed,
the ! should be before the 7 flag, and the ! and ? flags should be before the ~ flag.

By restricting the usages, you can immediately see how a channel parameter is used within the
automaton definition, as only the usages indicated by the parameter are allowed. It serves as sort of
documentation of the intention of the channel parameter. This is much simpler than finding the
actual usages of the parameter in the automaton. However, note that the parameter indicates the
allowed usages, and doesn’t guarantee that the event/parameter is actually used at all.

Another benefit of restricting the usages, is that it makes it possible to spot mistakes. You might for
instance use a channel parameter on an edge (e.g. edge e), but forget to include the send part (e.g.
edge e!1). If the parameter only allows sending, the accidental synchronization (edge e) is reported
as an invalid use. Without the usage checking, you might not encounter the problem until for
instance simulation, where it is much more difficult to find the cause.

For the example above, we have the following header of the Buffer definition:

automaton def Buffer(event int accept, provide):

We can change this as follows:

automaton def Buffer(event int accept?, provide!):

This makes it clearer that the accept channel is used to receive a product into the buffer, and the
provide channel is used send a product from the buffer.

Location parameters

An earlier lesson explained how a location can be used as a variable. Using location parameters,
automaton definitions can be supplied with different locations. For instance, consider the following
CIF specification:

automaton def Machine(location other_processing):
location heat_up:
initial;
edge when not other_processing goto processing;

location processing:
edge tau goto cool_down;

location cool_down:
edge tau goto heat_up;



end

machinel: Machine(machine2.processing);
machine2: Machine(machinel.processing);

Automaton definition Machine represents a machine that can heat up, process something, cool
down, and repeat that forever. The system consists of two of those machines. The machines can not
start processing if the other machine is already processing. That is, the machines perform mutually
exclusive processing. If the first machine is in its processing location, the other can’t also be
processing (in its own processing location). To prevent a machine from starting to process if the
other machine is already processing, each machine needs to know whether the other is already
processing. Therefore, automaton definition Machine is parametrized with a location parameter
other_processing, that indicates whether the other machine is currently processing (in its
processing location). This parameter is used as a guard that determines whether a transition from
location heat_up to location processing is allowed. Automaton instantiation machinel provides the
first machine with the processing location of the second machine, by using machine2.processing as
its instantiation argument.

Location parameters can be used inside an automaton definition, wherever a boolean value is
expected, e.g. in guards. The location that is provided by the instantiation is essentially filled in
wherever the parameter is used. The above is equivalent to:

automaton machinel:
location heat_up:
initial;
edge when not machine2.processing goto processing;

location processing:
edge tau goto cool_down;

location cool_down:
edge tau goto heat_up;
end

automaton machine2:
location heat_up:
initial;
edge when not machinel.processing goto processing;

location processing:
edge tau goto cool_down;

location cool_down:
edge tau goto heat_up;
end
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Input parameters

A future lesson explains input variables. Using input parameters, automaton definitions can be
supplied with different input variables, similar to how different locations can be supplied using
location parameters.. For instance, consider the following CIF specification:

automaton def Machine(input bool start, stop):
location off:
initial;
edge when start and not stop goto on;
location on:
edge stop goto off;
end

input bool start1, start?;
input bool stopl, stop2;

machinel: Machine(start1, stopl);
machine2: Machine(start2, stop2);

As for input variables, SVG input mapping can be used to update the value of input parameters.

Automaton parameters

When multiple declarations (variables, locations, etc) from one automaton are to be supplied as
parameters to another automaton, it is also possible to supply the entire automaton as a parameter,
but only if the provided automaton is an instantiation of an automaton definition. Consider for
instance the following CIF specification:

automaton def Sensor():
event go_on, go_off;

location off:
initial;
edge go_on goto on;
location on:

edge go_off goto off;
end

sensor1: Sensor();
sensor?2: Sensor();

automaton def Actuator(Sensor sensor):
event turn_on, turn_off;

location off:



initial;
edge turn_on when sensor.on goto on;

location on:
edge turn_off when sensor.off goto off;
end

actuator1: Actuator(sensor1);

Automaton definition Sensor models a sensor that can go on an off. Both sensor1 and sensor?2 are
actual sensors. Automaton definition Actuator models an actuator that can be turned on if a sensor
is on, and be turned off if that same sensor is off. The actuator1 automaton is provided sensor1 as
sensor. If sensor1 goes on, actuator1 is turned on, and if sensor1 goes off, actuator1 is turned off.
sensor2 going on or off has no effect on actuator.

Automaton parameters can be used inside an automaton definition, to refer to declarations inside
the automaton supplied for the automaton parameter. The automaton that is provided by the
instantiation is essentially filled in wherever the parameter is used. The above is equivalent to:

automaton sensorT:
event go_on, go_off;

location off:
initial;
edge go_on goto on:

location on:
edge go_off goto off:
end

automaton sensor2?:
event go_on, go_off;

location off:
initial;
edge go_on goto on:
location on:

edge go_off goto off:
end

automaton actuatorl:
event turn_on, turn_off;

location off:
initial;

edge turn_on when sensorl.on goto on;

location on:



edge turn_off when sensor1.off goto off;
end

Multiple parameters

It is possible to use multiple parameters of the same kind, as well as different kinds of parameters:

automaton def X(event a, b; alg real c; event d):
end
event z;

x: X(z, z, 3*5, z);

Automaton definition X has four parameters: a, b, ¢, and d. Since a and b are both event parameters,
a comma (,) is used to make sure the event keyword does not need to be repeated for parameter b.
Algebraic parameter d is of a different kind, and is therefore separated using a semicolon (;).

Automaton instantiation x instantiates X with the event z (for the first, second, and fourth
parameters), and value 15.0 3 * 5, for the third parameter).

2.10.4. Groups

For large CIF specifications with many automata, it can be beneficial to add more structure to the
specification. For this purpose, CIF has groups. Groups are named collections of automata and other
declarations. For instance, consider the following CIF specification:

group factory:
group hallt:
automaton machinel:
end

automaton machine2:

end
end

group hall2:
automaton machinel:

end

automaton machine2:



end
end
end

This specifications features four automata that model the behavior of machines. The details of the
actual automata are omitted, as they are irrelevant for this lesson. All four machines are in the
same factory, but they are divided into two halls. This physical subdivision is expressed in the CIF
specification using groups named factory, halll, and hall2. While in this case the subdivision into a
hierarchical specification structure is based on the physical subdivision of the actual system, the
modeler is free to base the specification structure on other criteria.

Consider also the following partial CIF specification:

group configuration:

const int MAX_PRODUCTS = 1500;
const real MAX PRODUCTION TIME = 3.7;
const real ARRIVAL_RATE = 28.6;

end

The configuration group is used to group together several configuration values, modeled by
constants. By grouping these constants together, it is more clear that they together are the
configuration settings of the system, and that they belong together.

Finally, consider the following CIF specification, based on the non-linear system from the lesson on
equations.

group tank:
cont V = 5;
alg real Qi;
alg real Qo;

equation V' = Qi - Qo;
equation Qi = 1;
equation Qo = sqrt(V);

end

By grouping the declarations and their equations together, it is becomes clear that together they
model a tank. This is especially useful if other parts of the specification model something different.

2.10.5. Group definitions

Similar to how automaton definitions can be used for reuse of automata, group definitions can be
used for reuse of groups:

automaton def Machine():
location:
initial;
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end

group def Hall():
machinel: Machine();
machine2: Machine();
end

group def Factory():
halll: Hall();
hall2: Hall();

end

factory1: Factory();

Automaton definition Machine models a machine, but most of the details are omitted here, as they
are not relevant for this lesson. Group definition Hall models that each hall has two machines.
Similarly, group definition Factory models that each factory has two halls.

Automata and groups are both components in CIF. Automaton definitions and group definitions can
together be called component definitions. If we eliminate all component definitions and their
instantiations, by replacing instantiations by their definitions, we get the following CIF
specification:

group factoryl:
group halll:
automaton machinel:
location:
initial;

end

automaton machine2:
location:
initial;

end
end

group hall2:
automaton machinel:
location:
initial;

end
automaton machine2:

location:
initial;



end
end
end

Group definitions may be parametrized using the same kinds of parameters as automaton
definitions.

Component parameters can be used inside component definitions to be supplied to other
components. Consider for instance the following CIF specification:

automaton def Sensor():
event go_on, go_off;

location off:
initial;
edge go_on goto on;

location on:
edge go_off goto off;
end

sensor1: Sensor();
sensor2: Sensor();

automaton def Actuator(Sensor sensor):
event turn_on, turn_off;

location off:
initial;
edge turn_on when sensor.on goto on;

location on:
edge turn_off when sensor.off goto off;
end

group def Actuators(Sensor sensor):
actuator1: Actuator(sensor);
actuator2: Actuator(sensor);
actuator3: Actuator(sensor);

end

actuators1: Actuators(sensor1);
actuators2: Actuators(sensor2);

Group definition Actuators models a collection of three actuators. The actuators behave as before.
The actuators actuator1, actuator2 and actuator3 are provided parameter sensor as sensor. For the
actuators part of actuators1 the provided sensor is sensor1 and for the actuators part of actuators?2
that is sensor2. Both sensor1 and sensor2 are actual sensors.



If we eliminate all component definitions and their instantiations, by replacing instantiations by
their definitions, we get the following CIF specification:

automaton sensor1:

end
automaton sensor2?:

end
group actuatorsl:
automaton actuator?:
event turn_on;
event turn_off;
location off:
initial;
edge turn_on when sensor1.on goto on;
location on:
edge turn_off when sensor1.off goto off;
end
automaton actuator?:
event turn_on;
event turn_off;
location off:
initial;
edge turn_on when sensor1.on goto on;
location on:
edge turn_off when sensor1.off goto off;
end
automaton actuator3:
event turn_on;
event turn_off;
location off:
initial;
edge turn_on when sensor1.on goto on;
location on:
edge turn_off when sensor1.off goto off;
end
end
group actuators2:
automaton actuator?:
event turn_on;
event turn_off;
location off:
initial;
edge turn_on when sensor2.on goto on;
location on:
edge turn_off when sensor2.off goto off;
end
automaton actuator?:
event turn_on;



event turn_off;
location off:
initial;
edge turn_on when sensor2.on goto on;
location on:
edge turn_off when sensor2.off goto off;
end
automaton actuator3:
event turn_on;
event turn_off;
location off:
initial;
edge turn_on when sensor2.on goto on;
location on:
edge turn_off when sensor2.off goto off;
end
end

2.10.6. Imports

For large systems, having to model the entire system in a single CIF file can lead to long CIF
specifications. Being able to split that single CIF file into multiple CIF files can help. Consider the
following two CIF specifications in CIF files producer.cif and consumer.cif respectively:

// producer.cif
event provide;

automaton producer:
location:
initial;
edge provide;
end

// consumer.cif
import "producer.cif";

automaton consumer:
location:
initial;
edge provide;
end

The two CIF specifications together form a simplified producer/consumer system. The producer.cif
file declares the provide event and the producer automaton. The producer can provide a product.



The consumer.cif file declares the consumer automaton, that can accept products provided by a
producer. The provide event is not declared in that CIF specification. However, the producer.cif file
is imported, which does declare that event. By importing another CIF specification, all declarations
from that imported CIF specification (producer.cif in the example) become available in the
importing CIF specification, i.e. in the specification that does the import (consumer.cif in the
example).

The result of the import in consumer.cif is:

event provide;

automaton producer:
location:
initial;
edge provide;
end

automaton consumer:
location:
initial;
edge provide;
end

You can think of an import as being replaced by the content of the imported file. The producer.cif
file contains only its own content, while the consumer.cif file contains the contents of both files, due
to the use of the import.

If one CIF specification is merged into another CIF specification, the names of the declarations in
both CIF specifications must be different. In general, it is not allowed to have declarations with the
same name in multiple CIF specifications. For instance, in the example above, if the provide event
were declared in both CIF specifications, the imports would be invalid. Exceptions to this rule are
discussed in one of the next lessons, which explains the relation between imports and groups.

2.10.7. Imports and libraries

Using imports, it is possible to make libraries that can be used by multiple CIF specifications. For
instance, consider the following CIF specification in file math.cif:

// math.cif

func int inc(int x):
return x + 1;
end

This CIF specification declares a single function inc that takes an integer number and returns that
number incremented by one. Now also consider the following CIF specification in file counter.cif:



// counter.cif
import "math.cif";

automaton counter:
disc int count = 0;

location:
initial;
edge tau do count := inc(count);
end

By importing the math.cif file, the counter automaton can use the inc function. Other CIF files could
similarly import the math.cif file, essentially turning math.cif into a library.

It is possible to make a function library, consisting of commonly used functions, a constant library,
with commonly used constants, or an automaton definition library, with automaton definitions. As
libraries are just CIF files, they can contain anything as long as they are valid CIF files. Essentially,
every CIF file that is imported in more than one other CIF file can be considered a library.

The import as used above, only works if both CIF files are in the same directory. Library files
however, are often placed in a different directory. Consider the same two CIF files, but organized
into directories (or folders) as follows:

= systemn
é---E_plibraries
- lw] math.cif
i) factory.cif

Directory system contains a sub-directories named libraries, which contains the math.cif library.
The system directory also contains the counter.cif file. The import in the counter.cif file needs to be
adapted to refer to the math.cif file in the libraries directory:

// counter.cif
import "libraries/math.cif";

automaton counter:
disc int count = 0;

location:
initial;
edge tau do count := inc(count);
end

2.10.8. Imports and groups

Large systems can be hierarchically modeled using groups. When using imports, two specifications
may not have declarations with the same name. Groups however, are the exception to this rule.



Consider a factory with two machines, each consisting of two parts. We can model this using five
files, one for each of the parts of the machines, and one for the factory as a whole. The following
CIF specifications show the contents of the five CIF files, where the comment at the first line
indicates which file it is:

// pl.cif

group machinel:
automaton partl:
location idle:
initial;
edge tau goto running;

location running:
edge tau goto idle;
end
end

// p2.cif

group machinel:
automaton part2:
location idle:
initial;
edge tau goto running;

location running:
edge tau goto idle;
end
end

// p3.cif

group machine2:
automaton partl:
location idle:
initial;
edge tau goto running;
location running:
edge tau goto idle;

end
end

// ph.cif



group machine2:
automaton part2:
location idle:
initial;
edge tau goto running;
location running:
edge tau goto idle;

end
end

// factory.cif

import "pl.cif";
import "p2.cif";
import "p3.cif";

import "p4.cif";

The four CIF specifications for the machine parts differ only in their group and automaton names.
Their implementations are kept identical for simplicity. The factory.cif file imports all four part
specifications, which together form the full factory. The effect of the imports in factory.cif is the
following:

group machinel:
automaton partl:
location idle:
initial;
edge tau goto running;

location running:
edge tau goto idle;
end

automaton part2:
location idle:
initial;
edge tau goto running;

location running:
edge tau goto idle;
end
end

group machine2:
automaton parti:
location idle:
initial;
edge tau goto running;



location running:
edge tau goto idle;
end

automaton part2:
location idle:
initial;
edge tau goto running;

location running:
edge tau goto idle;
end
end

For groups with the same name, the contents of the groups is merged together. That is, automaton
part1in the machinel group from one CIF file, and the automaton part2 in that same machinel group
from another CIF file, end up in a single machinel group after eliminating the imports.

In general, contents of groups with the same name are merged into a single group. This works also
for groups in groups, groups in groups in groups, etc. If two CIF files that are imported both contain
a group a and in both CIF files those groups contain a group b, then the contents of both a groups
are merged, and also the contents of both b groups are merged. It is not allowed for different CIF
files to have declarations with the same name in the same group. It is allowed to have declarations
with the same name in different groups. The file itself (the top level) can be considered a group as
well.

2.10.9. Namespaces

When using imports and groups to model large hierarchical systems, it is a common pattern to have
groups around the entire specification:

group factory:
group machinel:
group parti:
automaton sensor1:

end
automaton actuator:
end

end

end
end

The groups around the entire specification lead to additional indentation. As this is a common
pattern, the CIF language provides namespaces to reduce the impact of large numbers of top level
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groups:

namespace factory.machinel.parti;
automaton sensor1:

ené

automaton actuatorl:

end

The factory.machinel.part1 namespace has exactly the same effect as the original three groups.
Both specifications can thus be considered identical.

2.10.10. Input variables

Input variables can be used to model that some data exists, without specifying the value or how or
when the value changes. Input variables are used in cases where the CIF model is to be connected
something else that provides the values.

Hardware example

The CIF model may for instance be a controller that is to be connected to a piece of physical
hardware. The input variables then model sensors, for which the behavior is not modeled in the
CIF model. As an example, consider the following CIF specification:

input bool sensor;

automaton controller:
cont t der 1;
alg bool actuator = on;

location off:

initial;

edge when sensor do t := @ goto waiting;
location waiting:

edge when not sensor goto off;
edge when t > 1.5 goto on;

location on:

edge when not sensor goto off;
end

Input variable sensor models a digital sensor. When the sensor is on, the variable has value true



and when the sensor is off, the variable has value false. When the sensor is on and when it is off is
not known, and thus not modeled in the CIF specification.

The controller waits (in location off) for the sensor to go on, and then resets continuous variable t
to start measuring 1.5 time units (in location waiting). If that much time has passed, it goes to
location on. If the sensor goes off then, or while it is waiting, it goes back to location off. Thus, the
controller is only on if the sensor goes on, 1.5 time units have passed, and the sensor remains on.

The actuator algebraic variable models that an actuator is only on if the controller is in its on
location. The actuator is then on if the sensor is one, and 1.5 time units have passed. The actuator is
always turned off when the sensor is off.

Without a physical hardware system, the CIF specification is incomplete, as the value of the sensor
is not known. The input variable acts as a placeholder for the actual sensor. If the CIF specification
were to be coupled to a physical hardware system with a sensor and an actuator, the CIF model
would then control the actuator based on the sensor values.

Co-simulation example

A CIF specification could model a part of a system, while another part of that same system is
modeled in another system or language, such as Simulink. Consider for instance a tank filled with
water. Water flows out of the tank constantly. By opening a value, water also flows in to the tank.
Consider the following CIF specification:

input real level;

automaton valve:
disc bool open = true;

location:
initial;
edge when open and level >= 10 do open := false;
edge when not open and level <= 2 do open := true;

end

The water level is modeled as an input variable, meaning it is obtained from the Simulink model.
The CIF specification models the valve, and the controller that opens and closes the value, based on
the water level. It keeps the level between 2 and 10.

The CIF model obtains the water level from Simulink by means of input variable level. It also
provides the open variable of the valve automaton to Simulink. This variable can be used in
Simulink to model how the water level changes over time.

Without the Simulink model, the CIF specification is incomplete, as the water level is not known.
The input variable acts as a placeholder for the actual water level. If the CIF specification were to
be coupled to a Simulink model that models the water level, the CIF specification would control the
valve based on the water level.
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CIF models example

Input variables can also be used to couple CIF models. Consider again the above water level
controller example. It models the valve and controls the valve, but does not model the water level.
The following CIF specification could be used to model the water level:

cont level der if valve.open: 1 else -1 end;

group valve:
input bool open;
end

Continuous variable level models the water level. The water level increases (derivative 1) if the
valve is open, and decreases (derivative -1) otherwise. The open variable from the valve is used, but
this variable is an input variable, and the value is not known in this specification. Input variable
open acts as a placeholder for a value, and group valve acts as a placeholder for automaton valve.

The two CIF specifications both model a part of the system. One specification models the water
level, and has a placeholder for the variable that indicates whether the valve is open. The other
specification models the valve and controls it, but has a placeholder for the water level. If we
couple the two CIF specifications, they provide each other with actual variables for each others
input variables.

The two specifications can be coupled or merged together:

cont level = 0.0 der if valve.open: 1 else -1 end;

automaton valve:
disc bool open = true;

location:
initial;
edge when open and level >= 10 do open := false;
edge when not open and level <= 2 do open := true;
end

Using input variables to couple CIF specifications is somewhat similar to using imports to split a CIF
specification over multiple files. There are however important differences.

The first difference is that when using imports, one CIF specification is coupled to another CIF
specification. The coupling is hard-coded in the CIF specification, and can not be changed without
changing the import. When using input variables and merging, it is possible to couple a CIF
specification to a second CIF specification, and later couple it with a third, different specification
instead. The decision about which models to merge can thus be postponed, and does not require
changes to any of the CIF specifications.



Another difference is that with imports it is not allowed to have declarations with the same name in
different CIF specifications (except for groups), while with the merger this is allowed in many
situations. See the documentation of the CIF merger tool for further details on what can be merged
using that tool.

SVG image interaction example

In later tutorial lessons, you will learn about SVG visualization and interaction. The CIF
specification can be connected to an image. The image can then be adapted based on the state of the
model, allowing for visualization. Additionally, you can set up clickable elements within the image
that influence the model’s behavior, allowing interaction with the modeled system through the
image. The image then takes the role of the environment of the system being modeled.

An input variable is a connection to the environment, and the environment decides when and how
the input variable changes value. If interaction via an image is used, clicks on certain elements of
images can be specified to assign values to input variables. Specifically, SVG input mappings with
updates allow for this.

As an example, consider an input variable that models a boolean sensor that indicates whether a
user pushed a button:
input bool sensor;

Then the image could have a button, that when clicked assigns true to the input variable:

svgfile "system.svg";
svgin id "button" do sensor := true;

The details of this will become clearer during the later lessons on SVG visualization and interaction.

2.11. Stochastics

2.11.1. Stochastics

For many things in the world, the behavior is not the same every time. An example is a coin toss,
where the result can be either heads or tails. Tossing a coin exhibits randomness. It is possible to
model the different variants in a CIF model without specifying the likelihood of each of the
outcomes. This approach was used in the lesson on non-determinism.

It is however also possible to explicitly specify the likelihood of each of the outcomes in the CIF
model, using a stochastic distribution (also called probability distribution). A stochastic distribution
describes how likely the different outcomes are. There are many different stochastic distributions.
The Bernoulli distribution for instance, can be used to model things with two potential outcomes,
such as a coin toss.
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Consider the following CIF specification:

automaton coin_toss:
disc dist bool d = bernoulli(0.5);
disc bool outcome;

location toss:
initial;
edge do (outcome, d) := sample d goto result;

location result:
edge when outcome goto heads;
edge when not outcome goto tails;

location heads:
edge tau goto toss;

location tails:
edge tau goto toss;
end

Variable d holds a stochastic distribution that produces boolean values (true or false), as indicated
by its dist bool type. In this case it holds a Bernoulli distribution, with a probability of 0.5 (or
chance of 50%) for true, and thus also the same probability/chance for false (the only other
possible outcome).

The bernoulli function is used to create a Bernoulli distribution with the proper parameter
(probability of 0.5 for true). Different distributions have different parameters. See the language
reference documentation for further details. Distribution functions, such as the bernoulli function
can be used to create distributions with specific parameters, and may only be used to initialize
discrete variables.

Initially, the automaton is in its toss location, where the coin can be tossed. The edge uses the sample
operator to get a sample from the bernoulli distribution. Each time the distribution is sampled, the
outcome is either a true value or a false value. As we used a probability of 0.5 for both outcomes,
half of the times true will be the outcome, and the other half of the times false will be the outcome,
if we were to sample infinitely many times.

Sampling does not only result in the outcome, but also the distribution itself. This is further
explained in one of the next lessons, which explains pseudo-randomness.

The result of sampling is stored in the outcome variable. In the result location, the sampling result is
used to make a decision to go to either the heads location (true outcome) or the tails location (false
outcome). From there, it is possible to go back to the toss location, to proceed with the next coin
toss.

2.11.2. Discrete, continuous, and constant distributions

CIF features over a dozen different stochastic distributions. These distributions can be categorized



into three categories: discrete, continuous, and constant distributions. Discrete distributions can
result in only a limited number of possible values. Examples include tossing a coin (heads and tails)
and throwing a dice (six possible outcomes). Continuous distributions can result in all values from a
certain range. Examples include the time it takes for a machine to produce a single product
(positive amount of time), and the purity of produced medicine (0% to 100%). Constant
distributions are discrete distributions that always result in the same sampled value. They are
useful during the development of a model, or for debugging. The remainder of this lesson further
explains these three categories, and illustrates them using some examples.

Discrete distributions

Discrete distributions can result in only a limited number of possible values. The lesson that
introduced stochastics used the discrete Bernoulli distribution to model tossing of a coin, which can
result in either heads or tails.

Throwing a dice can result in six possible outcomes: 1, 2, 3, 4, 5, and 6. For a fair dice, each of the
outcomes is equally likely, with chance 1/6. This can be modeled using a discrete uniform
distribution:

automaton dice:
disc dist int d = uniform(1, 7);
disc int result;
disc list int results = [];

location throw:
initial;
edge do (result, d) := sample d goto add;

location add:
edge do results := results + [result] goto throw;
end

The uniform function is used to create a uniform integer distribution that produces integer samples
from the range [1..7) (inclusive on the left side, exclusive on the right side). Each sample is stored in
result and added to the results. If we were to simulate this model forever, the results list would
contain equal amounts of each of the six values.

Continuous distributions

Continuous distributions return a value from a continuous range. An example is the weight of
pennies. This could for instance be approximated using a continuous normal distribution with a
mean of 2.46 grams and a variance of 0.0004 grams:

automaton pennies:
disc dist int d = normal(2.46, 0.0004);
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location:
initial;
edge do (weight, d) := sample d;
end

The normal function is used to create a normal distribution with a mean of 2.46 and a variance of
0.0004. The sampled weight is stored in the weight variable each time the distribution is sampled.
The probability of the different weights as a result of the used normal distribution is depicted in the
following figure:

| | -
normal(2.46, 0.0004) ——

2.1 2.2 2.3 24 2.5 2.6 2.7 2.8 2.9

Constant distributions

When developing a model with stochastic behavior, it can be hard to validate whether the model
behaves correctly, since the stochastic results make it difficult to predict the outcome of
experiments. As a result, errors in the model may not be noticed, as they hide in the noise of the
stochastic results. One solution is to first make a model without stochastic behavior, validate that
model, and then extend the model with stochastic sampling. Extending the model with stochastic
behavior is however an invasive change that may introduce new errors. These errors can again be
hard to find due to the difficulties to predict the outcome of an experiment. The constant
distributions aim to narrow the gap by reducing the amount of changes that need to be done after
validation.

With constant distributions, a stochastic model with sampling of distributions is developed, but the
stochastic behavior is eliminated by temporarily using constant distributions. The model performs
stochastic sampling of values, but with predictable outcome, and thus with predictable
experimental results, making validation easier. After validating the model, the constant
distributions are replaced with the distributions that fit the mean value and variation pattern of the
modeled system, giving a model with stochastic behavior. Changing the used distributions is
however much less invasive, making it less likely to introduce new errors at this stage in the
development of the model.

Constant distributions always produce the same sampled value. Consider the following CIF
specification:

automaton dice:
disc dist int d = constant(3); // Constant distribution.
disc int result;



disc 1list int results = [];

location throw:
initial;
edge do (result, d) := sample d goto add;

location add:
edge do results := results + [result] goto throw;
end

This model is identical to the dice model one used earlier in this lesson, except for distribution
variable d, which now holds a constant distribution that only produces value 3 when sampled.

2.11.3. Pseudo-randomness

So far, the lessons on stochastics used the mathematical notion of stochastic distribution to describe
how to model stochastic behavior. Simulating a model with stochastic behavior using a computer is
however not stochastic at all. Computer systems are deterministic machines, and have no notion of
varying results.

Pseudorandom number generator and seed

A pseudorandom number generator is used to create stochastic results instead. It starts with an
initial seed, an integer number. From this seed, a function creates a stream of random' values.
When looking at the values there does not seem to be any pattern. It is not truly random however.
Using the same seed again gives exactly the same stream of numbers. This is the reason to call the
function a pseudorandom number generator, as a true random number generator would never
produce the exact same stream of numbers.

Simulation and initial seed

A sample of a distribution uses one or more numbers from the stream to compute its value. The
value of the initial seed thus decides the value of all samples drawn in the simulation. By default, a
different seed is used each time you run a simulation, leading to different results each time. You
can also explicitly state what seed you want to use when simulating a model. See the Stochastic
distributions and seeds page of the simulator for information on how to supply a custom seed for
simulation.

While doing a stochastic simulation study, performing several experiments with the same initial
seed invalidates the results, as it is equivalent to copying the outcome of a single experiment a
number of times. On the other hand, when looking for the cause of a bug in the model, performing
the exact same experiment is useful as outcomes of previous experiments should match exactly.

Sampling and tuple results

The seed determines the next sampled value. Whenever a distribution is sampled, the seed changes
to the one that follows in the stream of random numbers generated by the pseudorandom number
generator. This ensures that the next time the distribution is sampled, it results in a different
sampled value.
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In CIF, the seed is stored with the distribution and its parameters. Therefore, sampling does not
only result in the sampled value, it also results in an updated distribution, with the same
parameters, but a different seed value.

Consider the following CIF specification:

automaton coin_toss:
disc dist bool d = bernoulli(0.5);
disc bool outcome;

location:
initial;
edge do (outcome, d) := sample d goto result;
end

The bernoulli function to create a Bernoulli distribution with parameter 0.5 (the chance for true).
This Bernoulli distribution, along with its parameter and the seed, are stored in variable d. When
the distribution in variable d is sampled (sample d), the result is both a sampled value, and a
distribution (as a tuple). The distribution is the same distribution with the same parameters, but
with an updated seed. The sampled value is usually stored in a variable (outcome in this case). The
changed distribution is usually assigned to the same variable that contains the distribution that is
sampled, to ensure that we can use the same variable for the next sampling. In other words,
variable d is updated with the changed distribution each time it is sampled. The result of sampling
is assigned to two variables, using tuple unpacking.

2.12. SVG visualization and interaction

2.12.1. SVG visualization

When simulating a model, it is often useful to be able to see the state of the model. For instance, the
CIF simulator supports several forms of simulation output, such as printing state changes to the
console. While this provides useful information, it is not easy to decipher the precise state of a (sub-
)system. Also, it does not give a graphical overview of the current state of the system.

Therefore, CIF supports SVG visualization, which allows the user to make an image of the system,
and have that image be updated during for instance simulation, based on the current state of the
system. This allows the user to see changes in the state of the system, in a graphical representation
of that system. This makes it much easier to get a global overview of the system during simulation.
Since the user makes the image, the representation directly corresponds to the way the user sees
the system.

Scalable Vector Graphics (SVG)

SVG visualization in CIF uses SVG images. SVG stands for Scalable Vector Graphics. SVG is a widely-
deployed royalty-free standard for two-dimensional vector graphics, developed by the World Wide
Web Consortium (W3C). CIF supports version 1.1 of the SVG standard.

SVG images consist of three types of objects: vector graphic shapes (rectangles, circles, etc.), raster
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images, and text. The benefit of vector images formats over raster image formats, is that raster
images are created with a fixed size, while vector images contain a description of the image and
can be rendered at any size without loss of quality.

SVG image files are stored in an XML-based file format. This means that they can be edited with any
text editor. However, it is often more convenient to edit them with a drawing program that
supports vector graphics, such as Adobe Illustrator or Inkscape. Most modern web browsers can
also be used to view SVG images.

Since SVG images are essentially XML files, we get all the benefits of XML for free. One of those
benefits is that XML files represent tree structures, which can be easily manipulated by
applications. This is essential for SVG visualization. Upon changes to the state of a CIF model,
information from the model’s state can be used to modify the XML tree. Changes to the XML tree
then result in an updated SVG image. This way the image can be continuously adapted based on
state changes, leading to an animated image.

In order to be able to modify particular objects (shapes, text labels, etc.) of the SVG image, the
objects that make up the image should be identifiable. Here we once again reap the benefits of
XML. All nodes (called elements) in the XML tree can have an id attribute that specifies the id (also
called name or identity) of the element. As such, all SVG objects can be identified using their unique
id.

The website of Jakob Jenkov has a very nice SVG Tutorial, its different elements and their attributes.

CIF/SVG declarations

The connection between the state of the CIF model and the SVG image can be specified by using
CIF/SVG declarations (sometimes also called SVG declarations, for simplicity). Such declarations can
be specified directly in the CIF model.

The following types of CIF/SVG declarations are available:

* An SVG file declaration specifies which SVG image file to use.

» A CIF/SVG output mapping specifies how to update a certain property of an element of an SVG
image, based on the state of the model.

» A CIF/SVG copy declaration specifies that a part of an SVG image should be copied.
* A CIF/SVG move declaration specifies that a part of an SVG image should be moved.
» A CIF/SVG input mapping specifies how interaction with an SVG image can be used to affect the

behavior of the model. SVG interaction is explained in a later tutorial lesson.

These declarations are all demonstrated in later lessons by means of examples. These examples also
show some often used SVG elements and attributes, as well as some tips and tricks on how to
handle common challenges.

Furthermore, examples of SVG visualization are available in other parts of the CIF documentation:

» Synthesis-based engineering in practice example
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The details of the different CIF/SVG declarations can be found in the CIF reference manual.

2.12.2. First example

Let’s look at a first example of SVG visualization. Here, we use a trivial example, which nonetheless
gives a quick overview of what the idea of SVG visualization is all about, and what it looks like.

Note that it is not necessary to fully understand what exactly is going on, or how it works. Those
details should become clear after reading the remaining pages of the documentation.

The SVG image

We use an SVG image with a single circle:

The element of the image that represents the circle is given id lamp, to be able to uniquely identify
it. The SVG image is saved in a file named lamp.svg:

<?xml version="1.0" encoding="UTF-8" standalone="no"7?>

<svg width="70" height="70" xmlns="http://www.w3.0rg/2000/svg">
<circle id="lamp" style="fill:black;" cx="35" cy="35" r="25"/>

</svg>

The SVG image has a size of 70 by 70 pixels if not scaled. It contains a single circle, with id lamp,
black fill color, its center at x-coordinate 35 and y-coordinate 35, and a radius of 25 pixels.

The CIF model

We use the following CIF model:

svgfile "lamp.svg";

automaton lamp:
cont t der 1.0;

location Off:
initial;
edge when t >= 1.0 do t :

0.0 goto On;

location On:

edge when t >= 2.0 do t := 0.0 goto Off;

svgout id "lamp" attr "fill" value if Off: "gray" else "yellow" end;
end

This model describes not only the behavior of the lamp using a CIF automaton, but also contains



two CIF/SVG declarations.

The SVG file declaration at the start of the model connects the SVG image from the lamp.svg SVG file
to the model. For this to work, the 1amp.svg file should be in the same folder as the CIF model file.

The CIF/SVG output mapping near the end of the model adapts a property of an element of the
image, based on the state of the automaton. It sets the fill attribute of the element with id lamp, the
circle of the image, to either of two colors: silver or yellow. If the automaton is in its 0ff location,
the circle is silver. If the automaton is in its On location, the circle is yellow.

Simulation

If we simulate the CIF model, the automaton starts in its Off location, and thus we see a silver circle:

SVG Visualizer

After a bit of time and taking a tau transition, the automaton is in its On location. We then get a
yellow circle:

SVG Visualizer 3

If we let the simulator run for a while, we see that the lamp is turned on and off repeatedly. SVG
visualization essentially turns into an SVG movie of a flashing lamp.

2.12.3. Inkscape

SVG images can best be edited with a drawing program that supports vector graphics. One such
program is Inkscape, a free and open source vector graphics editor that uses SVG as its native file
format, and is available for many platforms, including Microsoft Windows, macOS, and Linux. In
the CIF tutorial and the rest of the CIF documentation, we’ll use Inkscape to create and edit SVG
images.

It is beyond the scope of this tutorial to explain how Inkscape works. For that, see the Inkscape
website. Here, we focus on some of the specifics for working with Inkscape to create SVG images for
SVG visualization of CIF models.

Here is a screenshot of the Inkscape interface:
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Changing ids

SVG images consist of elements, also called or objects. Each object can be given an id, to be able to
uniquely identify the object within the image. To change the id of an object in Inkscape, right click
on the object, and choose Object Properties.... The Object Properties tab will appear on the right of
the interface, which looks like this:
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In this tab, you can change the object’s id, by entering a new id in the ID field, and clicking the
[ Set] button.

XML editor

Inkscape also features an XML editor, that can be used to view and edit the underlying XML
representation of the SVG image. The screenshot above also shows Inkscape’s XML Editor as a

window, which can be opened via Edit » XML Editor.... The XML editor can be useful to find out the
exact structure of the XML tree, and to see the precise definitions that were used to represent the
objects that you created on Inkscape’s canvas. Panels like the Object Properties panel and the XML
Editor panel can be fixed to the right side of the interface as tabs or be used as floating windows.
Simply drag each panel to its preferred location.

Document size

It is recommended to always set the correct size of the image, before adding any shapes or text

labels. To do this, select File » Document Properties..., to open the Document Properties window.
On the Display tab, we recommend to set Format to px and Display units to px. You can then enter
the Width and Height of the image. Finally, in the XML Editor panel, select the root SVG element
(<svg:svg... node) by left clicking it, and delete the viewBox property by clicking the trash can icon
in front of it. This ensures that the coordinates in the XML tree are the same as those displayed on
the Inkscape interface.

Coordinate systems

The coordinate system used by SVG and Inkscape uses the upper left corner of the canvas as origin.
Inkscape uses x and y coordinates of objects relative to the outside of their border (called stroke in
Inkscape), while SVG uses x and y coordinates of objects relative to the middle of their border. It is
good to be aware of this, when making CIF/SVG output mappings.

Text areas

When using the Inkscape text tool, select the tool, and left click once on the canvas to add a text
label. Once you added it, start typing text.

Inkscape also allows you to select the text tool, left click anywhere on the canvas, drag the mouse
pointer to another position, and only then release the left mouse button. This creates a text area,
where text is automatically wrapped to multiple lines, so that it stays within the bounds of the text
area.



2.12.4. Sun/moon example
This SVG visualization example shows:

* Grouping of SVG objects.

» Controlling the visibility of objects based on the current locations of automata.
SVG image

The following SVG image is used for this example:

XML Editor - sun_moon.svg
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The image features a sun and a moon. The sun consists of a circle and several lines. They are
grouped together, using the Group command from Inkscape’s Object menu. The group can also be
seen in the XML representation, as an svg:g element, with the actual shapes (paths in this case) as
children. We assigned the sun id to the svg:g element, as it represents the entire sun. For clarity we
gave the sub-elements ids as well, although that was not necessary, as we won’t directly reference
them in the CIF/SVG declarations.

CIF specification

The following CIF specification models the sun/moon example:

svgfile "sun_moon.svg";

automaton sun_moon:
cont t der 1.0;

location Day:
initial;

edge when t >= 12.0 do t := 0.0 goto Night;

location Night:
edge when t >=12.0 do t :

0.0 goto Day;



svgout id "sun" attr "visibility"
value if Day: "visible" else "hidden" end;

svgout id "moon" attr "visibility"
value switch self:

case Day:  "hidden"
case Night: "visible"
end;

end

Initially, it is day (location Day). It is day for 12 hours, after which it becomes night (location Night).
After 12 hours, it becomes day again, etc.

There is one mapping to control the visibility of the sun, and one to control the visibility of the
moon. Changing the visibility of the svg:g group element with id sun influences the visibility of all
its children. This saves us from having to control the visibility of all the individual shapes that
together represent the sun.

Both mappings map the current location of automaton sun_moon to either "visible" or "hidden",
although they do it in a different methods. The mapping for the sun uses an if expression, which is
shorter in syntax, and especially suited for automata with only two locations. The mapping for the
moon uses a switch expression over self, which is a way to refer to automaton sun_moon, from
inside that automaton itself. The cases list all the possible locations, and map them to the
corresponding visibility values. The switch method is a bit more explicit, and becomes more elegant
as the automaton has more locations.

2.12.5. Walk example
The first part of this SVG visualization example shows a person walking on a floor, and features:

* Grouping of SVG objects.

» The position of grouped objects in SVG.

» Changing the position of grouped objects using an output mapping.
» Using the scale standard library function.

* Using text formatting.
The second part of this example shows a person walking around in a room, and features:

 Using multiple values in an output mapping.

» Using multiple format specifiers in a format pattern.

SVG image (walking on floor)

The following SVG image is used for the example of a person walking on a floor:
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The image features a floor (gray bar), a person, and a text label. The person consists of some lines
and a circle. These shapes are grouped together, using the Group command from Inkscape’s Object
menu. The group can also be seen in the XML representation, as an svg:g element, with the actual
shapes (paths in this case) as children. We assigned the person id to the svg:g element, as it
represents the entire person. For clarity we gave the sub-elements ids as well, although that was not
necessary, as we won’t directly reference them in the CIF/SVG declarations.

Note that we moved the person as a whole, to the start of the floor. Since svg:g elements don’t have
an x and y attribute in SVG, Inkscape applies a translation to move the group. This is reflected in the
XML as a transform attribute, with the translate(-77,12) value. This indicates that the person was
moved 77 pixels to the left, and 12 pixels to the bottom (as SVG has its origin in the upper left corner
of the canvas).

To get rid of this, once the person is at the correct initial position, we can ungroup the person group
(Ungroup command from Inkscape’s Object menu), and regroup it. By ungrouping the group, the
transformation is pushed to the individual elements of the group. The regroup simply adds a new
group around the elements, without a translation transformation. The new group is given an
automatically generated name, so we need to rename it to person. This ungroup/group trick is often
very useful. After this trick, the image looks as follows:
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The text label is to be used to show the position of the person, as a percentage. The left position is
represented as 0%, and the right position is represented as 100%. The id of the text label is pos_txt.



CIF specification (walking on floor)

The following CIF specification models a person walking on a floor:

// Behavior.
automaton person:
cont pos = 0.0;

location forward:
initial;
equation pos' = 1.0;
edge when pos >= 5.0 goto backward;
location backward:
equation pos' = -1.0;
edge when pos <= 0.0
end

goto forward;

// Vlisualization.
svgfile "walk_floor.svg";

// width of the floor - width of the person
// 180px - 19px
svgout id "person" attr "transform"

value fmt("translate(%s,0)", scale(person.pos, @, 5, @, 161));

movement
161px

svgout id "pos_txt" text
value fmt("%.1f%%", scale(person.pos, @, 5, @, 100));

A person starts at position (variable person.pos) zero (value 0.0), and initially moves forward. After
(s)he has reached position 5.0, the movement is reversed. Once the person is back at the start
position, the movement repeats itself.

There are two mappings, one that controls the horizontal position of the person, and another that
controls the text of the text label.

As stated above, the values of variable person.pos are in the range [0 .. 5]. As can be seen from the
comments of the CIF model, the width of the floor and person are 180 pixels and 19 pixels
respectively. The person can thus move 161 pixels to the right. The output interval of the scale
standard library function is thus [0 .. 161]. As the vertical position is fixed, no vertical translation is
required. The format pattern "translate(%s,0)" inserts the scaled value into the horizontal amount
of the translation. The formatted output updates the transform attribute, making the person move
horizontally.

The text of the text label with id pos_txt is updated using a second mapping. The value of variable
person.pos is once again scaled using the scale standard library function. This time the output
range is [0 .. 100], to get a percentage. Format pattern "%.1f%%" uses a %.1f format specifier to
convert that percentage to a textual value, with a single digit after the decimal point. After the value
of the percentage, a percentage character is included in escaped form (%%), to ensure it is not



interpreted as a format specifier.

SVG image (walking in room)

The following SVG image is used for the example of a person walking around in a room:
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The image features a room (black rectangle) and a person. The person is the same group of
elements as in the example of a person walking on a floor. The same group/ungroup trick is used
here as well, to make sure the group has no translation transformation.

CIF specification (walking in room)

The following CIF specification models a person walking around in a room:

// Behavior.
automaton person:
cont x = 0.0;
cont y = 0.0;

location right:

initial;

equation x' = 1.0;

equation y' = 0.0;

edge when x >= 5.0 goto down;

location down:
equation x' = 0.0
equation y' = 1.0;
edge when y >= 5.0

location left:

equation x'
equation y'

n

1
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edge when x <= 0.0 goto up;

location up:
equation x' = 0.
equation y' = -1.
edge when y <= 0.
end

I

I

goto right;
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// Visualization.
svgfile "walk_room.svg";

// width of the room - width of the person = horizontal movement

// 180px - 19px = 1671px
//
// height of the room - height of the person = vertical movement

// 180px - 40x
svgout id "person" attr "transform"
value fmt("translate(%s,%s)", scale(person.x, @, 5, @, 161),
scale(person.y, @, 5, 0, 140));

140px

A person starts at the top left position, and initially moves to the right. Once (s)he reaches the right
side, (s)he start to move down, followed by a left and up movement. After the up movement, the
person is once again at the top left position, start another walk around the room, etc.

There is only one mapping, which controls both the horizontal and vertical position of the person.
The mapping is similar to the example of a person walking on a floor, except that now both the
horizontal and vertical movements are included. The mapping uses two scaled values, one for the
horizontal movement, and one for the vertical movement. The format pattern includes both values
in the output. The first scaled value controls the horizontal movement, while the second scaled
value controls the vertical movement.

2.12.6. Rate example
This SVG visualization example shows:

» The use of literal values in output mappings.

» How it is best to use simple solutions to solve visualization problems.

SVG image

The following SVG image is used for this example:
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The SVG image visualizes a machine as a circle. The rate of the machine is visualized as the
background of the circle. The higher the rate, the more the circle is filled.

Instead of working with complicated clippings or linear gradients, we use a more simple solution
here. The black circle has a transparent background (fill attribute set to none). This is the SVG
element with id circle. Behind it is the same circle (id circle_bg), but without a border (stroke
attribute set to none), and with a green fill color. Between those two circles, is a rectangle (id
circle_bg_rect), that at the top is aligned to the top of the circle. By changing the height of the circle,
we can now control what part of the green background circle is obscured by the rectangle.

During the actual visualization, we’ll use a white fill color for the rectangle. Since the background is
also white, this 'hides' the rectangle, and makes for a partial green background of the circle.
Because a white rectangle can not be distinguished from the background, we used a cyan fill color
for the rectangle. This makes that we can easily edit the rectangle, and see whether it has the
correct initial position, size, etc.

CIF specification

The following CIF specification models the rate example:

// Behavior.
const real MARGIN = 0.01;

automaton machine:
cont rate der if rate < target_rate: 1
else -1
end;
disc real target_rate = 0.5;
disc dist real rate_sampler = uniform(0.0, 1.0);

.0
.0

location:
initial;
edge when rate - MARGIN <= target_rate and target_rate <= rate + MARGIN
do (target_rate, rate_sampler) := sample rate_sampler;
end



// Visualization.
svgfile "rate.svg";

svgout id "circle_bg_rect" attr "height"
value scale(machine.rate, @, 1, 58, 0);

svgout id "circle_bg_rect" attr "fill" value "white";

This rather artificial machine has a rate at which it produces. The rate is a value in the interval [0 ..
1]. A target rate (variable target_rate) is randomly chosen in the same interval. The rate is
automatically adapted to get closer to the target rate. As soon as the rate is close enough to the
target rate, a new target rate is randomly selected, using the rate_sampler, which is a continuous
uniform stochastic distribution.

The first mapping controls the height of the rectangle. The value of variable machine.rate has a
value in the interval [0 .. 1]. This interval is mapped to the [58 .. 0] pixels interval. That is, if the rate
is 0, the height of the rectangle is 58 pixels, and it completely covers the background of the circle.
The circle then appears with a completely white background. If the rate is 1, the height of the
rectangle is 0, and a completely green background is shown. For rates in between 0 and 1, the lower
part of the background of the circle is green, and the upper part is white.

The second mapping sets the fill color of the rectangle to white.

The following image shows an example of the visualization of a partial rate:

2.12.7. Workstation example
This SVG visualization example shows:

 Basing the width of an object on the value of a clock in one location, and setting it to a fixed
value in another location.

Changing the fill color of a rectangle based on the current location of an automaton.
» Updating multiple attributes of an SVG element, using multiple output mappings.
* Specifying colors in SVG.

* Improving scalability by making use of the reuse of mappings.

SVG image

The following SVG image is used for this example:
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In the image, two machines are clearly visible. Each machine has a bar that shows the progress of
the machine. Looking at the XML Editor window, we can see the bar has a background (box), and a
foreground (front) rectangle. The width and fill color of the latter will be updated to reflect the
machine’s status.

CIF specification

The following CIF specification models the workstation example:

svgfile "workstation.svg";
event generate, transfer, exit;

m1: Machine(1, 1.0, generate, transfer);
m2: Machine(2, 2.5, transfer, exit);

automaton def Machine(alg int nr; alg real ptime; event start, done):
cont t der 1.0;

location idle:
initial;
edge start do t := 0.0 goto processing;

location processing:
edge when t >= ptime goto completed;

location completed:
edge done goto idle;



svgout id "m" + <string>nr + "_bar_front" attr "width"
value scale(if processing: t else ptime end, @, ptime, @, 130);

svgout id "m" + <string>nr + "_bar_front" attr "fill"
value if idle : "gray" else "dodgerblue" end;
end

The example models a workstation with two machines. The first machine has a processing time of
1.0 time units and the second machine has a processing time of 2.5 time units. Each machine gets
products to start processing, processes them, and sends them out as it is done. The first machine
gets its input from an infinite generator (event generate). The second machine sends its finished
products to an infinite exit buffer (event exit). Products are transported from the first machine to
the second machine via a transport system (event transfer). Note that the Machine automaton
definition has three locations. In location idle it is waiting for a product to enter the machine
(event start). In location processing it processes the product, which takes ptime time units. Finally,
in location completed it has completed processing the product, and waits until it can send it as
output. After that, the machine is back in the idle location, where it waits for the next product.

Both machines (mn1 and m2) are instantiations of the same automaton definition (Machine). The
definition/instantiation mechanism allows us to specify the behavior of a machine only once, and
still have multiple machines. This reuse improves scalability, as well as maintainability. The reuse
of the behavior applies to the visualization as well. By declaring the output mappings in the
automaton definition, we get mappings for each instantiation of an actual machine.

Since each machine has its own graphical representation in the SVG image, the graphical elements
for the different machines have different ids as well. However, they only differ in the number that
is used. For instance, there is an m1_bar_front rectangle for the first machine, and an m2_bar_front
rectangle for the second machine. In order to make sure each machine gets the correct mappings
that apply to their own ids, we added an algebraic parameter nr to the definition of Machine, that
indicates to the machine which machine it is. We can then use that nr to compute the id. For
machine m1, the Machine automaton definition is instantiated with value 1 for the nr parameter. The

m" + <string>nr + "_bar_front" id expression then evaluates to "m1_bar_front", and m1_bar_front is
used as the id for the output mapping.

The first mapping updates the width of the m*_bar_front rectangles to show the progress of the
machines. If a machine is actually processing, the value of clock t is used, as that clock indicates
how much of the processing has been completed.

When a machine is idle (and waiting for a product) or has completed processing (but can not yet
push the processed product out of the machine), the progress is either nothing, or everything. In
both cases, we choose the full processing time (variable ptime) as the value. The reason to choose
this value for the idle location, becomes clear in the next output mapping.

The ptime value is chosen for the completed location to ensure that the rectangle does not get wider
than the box (rectangle m*_bar_back). If we would have used the value of clock t in this location as
well, then since the value of the clock keeps increasing in that location, the value becomes larger
than ptime, and thus the progress bar would be partly outside the box (rectangle m*_bar_back).

The value that is selected for this first mapping, is transformed using the scale standard library



function. The function is used to scale the processing time interval [0 .. ptime] to the [0 .. 130]
interval, which represents the width of the rectangle in pixels. The upper bound of 130 pixels
matches the width of the box (rectangle m*_bar_back).

The second mapping updates the fill color (foreground color) of the same SVG element. In the idle
location, the color is gray. Since we used the full width in that location (value ptime in the [0 .. ptime]
interval), the entire box is then filled by a gray rectangle, indicating that the machine is idle.

For the other locations, the fill color is set to dodgerblue. Since the width in pixels is a value in the
interval [0 .. 30], part of the box will be blue, and part will be the background color of the box,
which is white. In the completed location, the full width is used as well, resulting in a completely
blue box, indicating that the machine has a completely processed product, waiting to be released as
output.

Colors in SVG

In the mappings, as described above, we used names to identify colors. SVG however, provides
several ways to specify colors:

* Named colors, such as red, yellow, 1ightblue or burlywood.
* Decimal RGB (red-green-blue) colors, such as rgb(255,0,0) for red, or rgb(255,255,0) for yellow.

* Hexadecimal RGB (red-green-blue) colors, such as #f00 or #ff0000 for red, or #ff0 or #ffff00 for
yellow.

* RGB (red-green-blue) colors in percentages, such as rgb(100%,0%,0%) for red, or
rgb(100%,100%,0%) for yellow.

Every color can be specified by one of the three RGB color variants. The colors that have a
predefined color name, can be specified in four different ways.

2.12.8. Tank example
This SVG visualization example shows:

* Use of the scale standard library function.

* How inverting the y-axis can reduce the number of output mappings.

SVG image

The following SVG image is used for this example:


https://www.w3.org/TR/SVG11/types.html#DataTypeColor
https://www.w3.org/TR/SVG11/types.html#ColorKeywords

XML Editor - tank.svg

[G] XML Editor

inkscape:label #rect5026
v <gvgisvg id="svg2">
b =svgdefs id="defs4">
<sodipodi namedview id="base">

y 30
% 15

b <svg:metadala id="metadata7">
v <svg:g id="layer1” inkscapelabel="
<svg:ract id="water" inkscape:la

B0

width 170

<svgpath id="tank">
oP id water

a8 8
-
T
=]
E

style fill#8080fF ...

The image features a tank (black lines) and the water in the tank (blue rectangle). The water
rectangle is selected. In the XML Editor window, you see the position as SVG represents it. It shows
15 for the x position and 30 for the y position. These values are relative to the upper left corner of
the canvas.

CIF specification

The following CIF specification models the tank example:

// Behavior.

const real CAPACITY
const real MAX_LEVEL
const real INIT_LEVEL
const real MIN_ LEVEL
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automaton tank:
cont level = INIT_LEVEL;

location open:
initial;
equation level' = 1.0;
edge when level >= MAX_LEVEL goto closed;

location closed:
equation level' = -1.0;
edge when level <= MIN_LEVEL goto open;
end

// Visualization.
svgfile "tank.svg";

svgout id "water" attr "height" value scale(tank.level, @, CAPACITY, 0, 80);

In this specification, we have a tank filled with water. Initially, the level (height) of the water is 5.9,
and the valve is open. The level linearly increases with a rate of 1.0 per time unit. Once the level is
MAX_LEVEL, we close the valve, and go to the closed location. Here the level linearly decreases until
we reach the minimum level (MIN_LEVEL), after which we open the valve again. The level controller



keeps the level between the minimum and maximum allowed levels.

There is only one mapping, and it controls the height of the water rectangle. The water level in the
model stays between zero and CAPACITY, by definition (as a higher level would overflow). This
results in an input interval of [0 .. CAPACITY]. The height of the tank in the SVG image is 80 pixels. The
output interval thus becomes [0 .. 80].

Simulation

When we simulate the tank example using the CIF specification and SVG image as specified above,
we immediately observe a problem:

In SVG the origin is in the upper left corner of the canvas. Changing the height of an object results
in the top of the object being fixed, and the bottom of the object being closer to or farther away
from that top. What we want in this case, is to have the bottom of the object fixed, and the top of the
object being closer to or farther away from the top, depending on the height of the object.

SVG image (revisited)

A naive solution would be to add a second output mapping, to correct the vertical position (y
attribute) of the water rectangle. This is a valid solution, and it works. There is however a simpler
and more elegant solution.

Consider the following, updated SVG image:
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This SVG image is the same as the original SVG image for this example, but with an inverted y-axis,



for the water rectangle. The y-axis was inverted by using the Flip Vertical command from Inkscape’s
Object menu, while the water rectangle was selected. As can be seen in the screenshot, Inkscape
corrects for the applied transformation, and still indicates the same x and y coordinates (at the top
of the screenshot). In SVG (and thus the XML Editor window), we see a new transform attribute,
scale(1,-1) as value, which represents the inversion of the y-axis. Also, the bottom of the water (the
inverted top of the water) is now 90 pixels (the inverted -90 value of the y attribute) from the top of
the image. Using this vertical flip, we now fixated the 'bottom' of the water, and we can thus change
the height of the water without having to correct its position. The mappings for this modified SVG
image are the same as the original mappings.

2.12.9. Lamps example
This SVG visualization example shows:

* Scalability of CIF models and SVG visualizations.
» The use of CIF/SVG copy declarations.

e The use of CIF/SVG move declarations.

Introducing the lamps example

Consider the following CIF specification:

// Behavior.

automaton def Lamp():
event toggle;
disc bool on = false;

location:
initial;
edge toggle do on := not on;
end

lamp1: Lamp();
lamp2: Lamp();

// Visualization.
svgfile "lamps2.svg";

svgout id "lamp1" attr "fill" value if lampl.on: "yellow" else "silver" end;
svgout id "lamp2" attr "fill" value if lamp2.on: "yellow" else "silver" end;

svgout id "lamp1" attr "stroke-width" value if lampl.on: 5 else 2 end;
svgout id "lamp2" attr "stroke-width" value if lamp2.on: 5 else 2 end;

This specification has two lamps, lamp1 and lamp2. Both lamps have identical behavior, and
therefore the behavior is only specified once, using automaton definition Lamp. This definition is
instantiated two times, once for each of the lamps. A lamp is initially off, can go on, go off again, go
on again, etc. The following SVG image is used for this example:



] [ ] XML Editor - lamps2.svyg

‘ 4 XML Editor x

w <5vigisvg id="svg2'>
b <svgdels id="defsd">
<godipodi:nameadview id="basa™
b <svgmetadata id="metadata7"=

<svgpath id="lamp1">
T =svgpath id="lamp2">

The visualization shows the two lamps. The first lamp is off, and has a silver background color. The
second lamp is on and has a yellow background color. The lamp that is off has a thin border and the
lamp that is on has a thicker border. The CIF specification also contains four CIF/SVG output
mappings, two for the background colors of the circles and two for the thickness of the borders
(strokes) of the circles.

SVG visualization scalability issues

The use of the automaton definition allows us to add another lamp by simply adding the following
line to the CIF specification:

lamp3: Lamp();

This single line ensures that we have a third lamp, with the corresponding behavior. However, we
also need to adapt the SVG image, by adding another circle, and we need to add two more output
mappings to the CIF model. In this case, the additional amount of work is manageable. If however
our lamp would have been represented in the image by many different graphical elements, adding
another lamp would require copying all those graphical elements, and might also lead to adding
many more output mappings per lamp.

Furthermore, if we were to decide to change the graphical representation of lamps from a circle to
a square, we would have to change the graphical representation of each of the lamps in the image.

It should be clear that this approach does not scale very well. Ideally, we would add another lamp
by just adding another instantiation of the Lamp definition as we did above, and automatically get
another circle in the image, and two more output mappings in the CIF model.

A scalable solution

For the behavior of the lamp, we already had a scalable solution, by using the component
definition/instantiation mechanism. That same mechanism can be used to make the image and
mappings scalable. First, we’ll change the SVG image:
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The second lamp has been removed from the image. We only keep one lamp, as a sort of template
for all the lamps. Since we want to use the same graphical representation for all lamps, we only
want to include it once in the SVG image. This allows us to change the graphical representation of
the template, to have all the lamps change appearance at once. The lamp has been moved outside of
the visible part of the canvas, and its id has been changed from lamp1 to lamp. The reason for these
last two changes will become clear once we look at the new CIF model, and especially the new
output mappings:

v

svgfile "lamps3.svg";

automaton def Lamp(alg int nr):
// Behavior.
event toggle;
disc bool on = false;

location:
initial;
edge toggle do on := not on;

// Visualization.
svgcopy id "lamp" post <string>nr;

svgmove id "lamp" + <string>nr to 20 + (nr - 1) * 100, 20;

svgout id "lamp" + <string>nr attr "fill"
value if on: "yellow" else "silver" end;

svgout id "lamp" + <string>nr attr "stroke-width"
value if on: 5 else 2 end;
end

lamp1: Lamp(1);
lamp2: Lamp(2);
lamp3: Lamp(3);

The first change is that the Lamp automaton definition now has a nr parameter, that indicates which
lamp it is. Each lamp is given a different number when instantiated. This allows the lamp automata



to know their own identity, and use that for the SVG visualization.

We also put the CIF/SVG declarations for the visualization inside the automaton definition. By doing
this, we ensure that each instantiation (each lamp) gets their own version of these declarations.

The CIF/SVG declarations have changed as well. A CIF/SVG copy declaration has been added. The
copy declaration states that the SVG element with id lamp (the circle) should be copied. It also states
that the copy should be postfixed with <string>nr. That is, for automaton lamp1, the value of the nr
parameter is 1, and the id is thus postfixed with "1". In other words, circle lamp is copied, and the
copy is given name lamp1 (composed from lamp and 1). For 1amp2, the id of the copied circle is lamp2,
etc. For each of the lamps, the copy gets a different name, that is unique within the SVG image. This
single copy declaration takes care of the scalability of the SVG image, by ensuring we have exactly
as many circles as we have lamps (not counting the template circle 1amp).

The copies of the template circle all get exactly the same attributes as the template (except for their
id attribute). As such, they are all positioned outside the visible part of the canvas. The easiest way
to put them at the correct positions, is to use a CIF/SVG move declaration, which is also new
compared to the previous CIF model. The move declarations use the ids of the copied circles, so that
each move declaration moves the circle for that specific lamp. They are all moved to 20 pixels from
the top of the canvas, and '20 + (nr - 1) * 100" pixels from the left side of the canvas. So, the first lamp
(nr 1) is moved to (20, 20), the second lamp (nr 2) is moved to (120, 20), and the third lamp (nr 3) is
moved to (220, 20). This single move declaration takes care of the scalability of the positions of the
lamps, by ensuring we have exactly as many movements as we have lamps. By using the nr
parameter, each lamp can easily be moved to their own unique position.

The output mappings for the background color of the circles and thickness of the borders of the
circles, are very similar to the output mappings of the first version of the CIF model, though there
are a few changes. The mappings use the same method as the move declaration, to construct the
ids. Since the mappings are now defined within the automaton definition, they can directly refer to
the on variable. This ensures that for each different lamp, the mappings refer to the on variable of
that specific lamp. We now have only one output mapping for the background color, and also only
one output mapping for the thickness of the border.

By putting the CIF/SVG declarations inside the automaton definition, and by using the copy and
move declarations, we now have a scalable solution. We only have one lamp in our SVG image, only
one behavioral specification in the CIF model, and only one output mapping per attribute that we
want to couple. No matter how many instantiations of the Lamp automaton definition we add, we
don’t have to manually change the SVG image or the visualization coupling.

For completeness, take a look at this CIF model after the elimination of component
definition/instantiation, the elimination of algebraic variables, and the simplification of values.

automaton lamp1:
event toggle;
disc bool on = false;
svgcopy id "lamp" post "1";
svgmove id "lamp1" to 20, 20;
svgout id "lamp1" attr "fill" value if on: "yellow" else "silver" end;
svgout id "lamp1" attr "stroke-width" value if on: 5 else 2 end;



location:
initial;
edge toggle do on := not on;
end
automaton lamp2:
event toggle;
disc bool on = false;
svgcopy id "lamp" post "2";
svgmove id "lamp2" to 120, 20;
svgout id "lamp2" attr "fill" value if on: "yellow" else "silver" end;
svgout id "lamp2" attr "stroke-width" value if on: 5 else 2 end;
location:
initial;
edge toggle do on := not on;
end
automaton lamp3:
event toggle;
disc bool on = false;
svgcopy id "lamp" post "3";
svgmove id "lamp3" to 220, 20;
svgout id "lamp3" attr "fill" value if on: "yellow" else "silver" end;
svgout id "lamp3" attr "stroke-width" value if on: 5 else 2 end;
location:
initial;
edge toggle do on := not on;
end
svgfile "lamps3.svg";

2.12.10. Buffers/products example

This SVG visualization example shows:

* Improving hierarchical scalability by making use of the reuse of mappings.

» Improving hierarchical scalability by making copies of copied elements.

It is assumed the reader is already familiar with the workstation example.

SVG image

The following SVG image is used for this example:

The SVG image contains a single template for a buffer (large rectangle), with one product (small
rectangle). The template is moved outside of the canvas to ensure the template itself is not shown.

The SVG file has the following XML content:



<?xml version="1.0" encoding="UTF-8" standalone="no"7?>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rg/2000/svg"
width="220" height="70" id="root" version="1.1">
<g id="buffer">
<rect width="100" height="50" x="-120" y="10" id="background"
style="fill:#ff0000"/>
<rect width="10" height="30" x="-110" y="20" id="product"
style="fi11:48b0000;visibility:hidden;"/>
</g>
</svg>

We’ll use CIF to turn this into two buffers with three products each, in a scalable manner. That is, to
add a single buffer, we only need one more instantiation, and also to put an additional product in
each buffer, we also only need one more instantiation.

CIF specification

The following CIF specification models the buffers/products example:

svgfile "buffers_products.svg";

buffer@: Buffer(0);
buffer1: Buffer(1);

group def Buffer(alg int nr):
svgcopy id "buffer" post <string>nr;

svgmove id "buffer" + <string>nr to 10 + nr * 110, 10;

product@: Product(nr, 0);

product1: Product(nr, 1);

product2: Product(nr, 2);
end

group def Product(alg int bufferNr, productNr):
svgcopy id "product" + <string>bufferNr post

+ <string>productNr;

svgout id fmt("product%d_%d", bufferNr, productNr)
attr "transform"
value fmt("translate(%d,0)", productNr * 20);

svgout id fmt("product%d_%d", bufferNr, productNr)
attr "visibility"
value "visible";
end

Two buffers are present (buffer® and buffer1). Both are instances of the Buffer definition, and are



provided with their own identity (parameter nr). For each buffer, the buffer element of the image is
copied, and the copy is given a unique number. For instance, for instantiation buffer@, nr is 0, and
thus buffer is copied to buffer@, background is copied to backgroundd and product is copied to
product@.

Each buffer is also moved. The first buffer (nr 0) gets moved to position (10, 10), while the second (nr
1) gets moved to position (120, 10).

Each buffer contains three products, as the Product definition is instantiated three times. The
number of the buffer is passed along, as is a unique product number. For the copy of the products,
the copy of the product in the copied buffer is copied, and given a unique name using the product
number. For buffer®, the copy of the product was already named product@. This already copied
element is copied another three times, to product@_0 (by the copy declaration in CIF group
buffer@.product®), productd_1 (by the copy declaration in CIF group buffer@.productl), and
product@_2 (by the copy declaration in CIF group buffer@.product2). Similarly, three copies are made
for buffer.

Unlike the buffers, which are moved to an absolute position using an svgmove, the products are
moved relatively, using an svgout for their transform attribute. The first product (product@_0) is not
moved, the second product (product@_1) is moved 20 pixels, etc.

The buffer template was put outside of the canvas to show only the copies and not the template. For
the products, which are contained in the buffers, this trick is not possible. So, instead the visibility
of the template product was set to hidden in the original SVG image. To show the actual (copied)
products, an svgout is used to set the visibility attribute to visible. The template product is not
changed, so it remains hidden.

The result of all this hierarchical 2-level structure is the following SVG image:

2.12.11. SVG interaction

SVG interaction allows SVG images that are used for SVG visualization to be used to interactively
control the model. That is, SVG interaction allows certain elements of SVG images to be made
interactive, such that clicking them has an effect on the model. If we consider that SVG visualization
allows to have an SVG image be updated based on the state of the model, mapping the model state
to the image, then SVG interaction kind of works the other way around, mapping clicks of elements
in the image to effects on the behavior of the model.

The idea of SVG interaction is that certain SVG elements are coupled (mapped) to events or updates
in the CIF specification. Clicking on those graphical elements then results in the corresponding
event being taken or update being executed. This way, the user interface of a system can be
modeled graphically, and can be coupled to the specification, by means of events and updates. The
user interface of the system is thus part of the specification, but is controlled interactively (at
runtime) by the user.



Example

As an example, consider a button and a lamp. Clicking the button turns on the lamp. Clicking the
button again off the lamp. We can use SVG visualization and interaction to model this, which allows
for interactive simulation. Initially, the button (on the left) is unpushed (the wide rectangle) and the
lamp (on the right) is off (silver color):

& SVGE Visualizer

Clicking the button pushes it (it becomes less wide) and turns on the lamp (yellow color):

= SVE Visualizer

CIF/SVG input mappings

Interactivity is specified by means of CIF/SVG input mappings. There are two types of input
mappings: those that map to events and those that map to updates.

An input mapping may map to an event, allowing a click on an interactive element to map to
executing a single transition for an event. The events that are coupled to visualization elements are
called SVG interactive events or SVG input events.

An input mapping may also map to updates, allowing a click on an interactive element to lead to
input variables being updated by assigning them (new) values.

Single event input mapping

The simplest form of an SVG input mapping maps to a single event. For instance:

svgin id "button" event machine.button.toggle;

This input mapping maps the SVG element with id button to the machine.button.toggle event from
the CIF specification. Specifying an input mapping for an SVG element turns that SVG element into



an interactive SVG element. In this case, the machine.button.toggle event is disabled until the
element with id button is clicked. Each click enables the event, allowing at most one transition for it.
If the event is enabled in the rest of the model, a transition is taken for it, and the event becomes
disabled again. If the event is not enabled in the rest of the model, for instance because some
automaton with the event in its alphabet can’t synchronize in its current location, then the click is
ignored and the event becomes disabled again. The event remains disabled until the button element
is clicked again.

if event input mapping

Sometimes, the simple single event input mapping is not enough. Consider for instance the following
CIF specification:

automaton button:
event u_pushed, u_released;

location Released:
initial;
edge u_pushed goto Pushed;

location Pushed:
edge u_released goto Released;
end

This specification models a button that is initially released (location Released). When the button is
pushed (event u_pushed), the location is updated to Pushed. If we now want to couple a graphical
representation of a button to this CIF specification, the event to choose depends on the current
location of the button automaton. This can be mapped using an if event input mapping, as follows:

svgin id "button" event
if  button.Released: button.u_pushed
elif button.Pushed: button.u released
end;

If the button is released, the u_pushed event is chosen, and if the button is pushed, the u_released
event is chosen.

The if event input mappings are essentially an if expression that result in an event rather than a
value. The conditions (such as button.Released) are guard expressions that evaluate to a boolean
value. The guard expressions may be arbitrary expressions, similar to the use of expressions in
output mappings.

If a condition holds, the corresponding event is chosen. The entries are processed in the order they
are specified: if the first guard (of the if) holds, the first event is chosen, otherwise if the second
guard (of an elif) holds, the second event is chosen, etc. The elif parts are optional, and you may
include as many as you want. The last part of the if is optionally allowed to be an else, to indicate



that if none of the previous guards hold, the event of the else is to be chosen.

Update input mapping

An SVG input mapping can also update the values of input variables. For instance:

input int counter;

counter + 1;
counter - 1;

svgin id "increase" do counter :
svgin id "decrease" do counter :

In this example, by clicking the SVG element with id increase the value of counter is increased by
one. Similarly, clicking the SVG element with id decrease decreases the value of counter by one.

Be aware that the initial value of an input variable cannot be set in the specification. Instead, CIF
tools like the CIF simulator allow to set the initial value via an option.

2.13. Text

2.13.1. Print output

At runtime, when simulating or executing a model, it is often useful to be able to see the state of the
model. For instance, the CIF simulator supports several forms of simulation output, such as printing
state changes to the console. While this provides useful information, it can also be useful to
generate custom output, tailored to one’s specific needs. To allow this, the CIF language supports
print output.

Conceptually, simulations and executions result in traces. A trace consists of the states that are
encountered and the transitions that are taken, during the simulation or execution. The print
output declarations allow specifying for which transitions text should be printed (for instance only
for transitions for a certain event), when the text should be printed (for instance before or after the
transition), where the text should be printed (for instance to a file), and what text should be
printed.

Print output declarations are an extension to the CIF language, and can be specified directly in the
CIF specification. They are only used to couple the model to textual output. They don’t influence the
behavior of the model itself.

Print output can be used to generate text that after simulation or execution is further processed, for
instance for visualization or for analysis using statistical software. Print output can also be useful
for debugging.



Quick example

This example serves only to give a quick taste of what print output declarations look like:

printfile "out.txt";

print x for e;

This example prints the value of variable x to a file out. txt each time after a transition for event e is
taken.

In the next lesson, youw’ll learn more about print declarations and how to use them, by means of
examples.

2.13.2. Print output examples

This lesson explains print output by means of examples. It does not explain all uses of print output,
and all details related to print output. For those details, see the reference manual’s print
declarations documentation instead.

In this lesson, only the output from print declarations is shown when console output is presented.
All other output, such as that from the CIF simulator, is omitted.

Before we start with the examples, there is a section that introduces the example model and trace
on which the examples are based. Then, the following examples are explained in detail:

» Example 1: Printing the buffer count for all states

* Example 2: Printing to a file

* Example 3: Printing the odd/even status for all states

» Example 4: Printing only for odd states

» Example 5: Printing the result of adding an item

» Example 6: Printing addition/removal results

* Example 7: Printing value changes

* Example 8: Printing headers and footers

* Example 9: Printing the new time after time passes

» Example 10: Printing all unique time values

« Example 11: Printing transitions to/from a location

Example model and trace
The examples of print output in this lesson all make use of the same CIF model:
automaton buffer:

event add, remove;
disc int cnt = 5;



location:
initial;
edge add when cnt < 10 do cnt :
edge remove when cnt > @ do cnt :
end

cnt + 1;
cnt - 1;

The buffer initially contains five items (cnt = 5). As long as there is room in the buffer (cnt < 10), an
item can be added (event add) to the buffer. As long as the buffer is not empty (cnt > 0), an item can
be removed (event remove) from the buffer. The model allows to choose between adding an item to
the buffer, and removing an item from the buffer. The following is a potential simulation/execution
trace:

S1 s2 S3 S4
e add e add r‘emwe

In the initial state (S1), variable cnt has value 5. An item is then added (transition for the event add),
resulting in a new state (S2), where cnt has value 6. After that, another item is added, leading to
state S3, where cnt has value 7. Finally, an item is removed by means of a transition for event
remove, leading to state S4, where cnt has value 6 again.

Example 1: Printing the buffer count for all states

If we want to print for every state (S1 through S4), the number of items in the buffer, we could add
the following print declaration to automaton buffer:

print cnt;

Then, as a result of this print declaration, the following text is printed to the console:

o ~N o U

That is, for every state (S1 through S4), the value of variable cnt is printed, on a new line.

Example 2: Printing to a file

Consider the following print declarations:

print cnt file "a.txt";



print ecnt * 2 file "b.txt";

The first print declaration results in the number of items in the buffer being printed for every state
of the trace, to a file named a.txt. The second print declaration prints the number of items in the
buffer multiplied by two, to a file named b.txt. These declarations use local file declarations to
specify the file to which output is to be written. It is also possible to use global print file
declarations:

printfile "ab.txt";
print cnt;
print cnt * 2;

The print file declaration declares that output of this scope is to be printed to a file named ab. txt.
The two print declarations don’t specify a local file declaration, and thus use the default file for
their scope, in this case file ab.txt. Alternating lines with the number of items in the buffer and
twice that amount are thus printed to that file.

Example 3: Printing the odd/even status for all states

If we want to print for every state, whether the buffer contains an odd or even number of items, we
could add the following print declaration to automaton buffer:

print if cnt mod 2 = 0: "even" else "odd" end;

The print declaration uses an if expression. Then, as a result of this print declaration, the following
text is printed to the console:

odd
even
odd
even

Example 4: Printing only for odd states

If we want to print the number of items in the buffer, but only for states where the number of items
is odd, we could add the following print declaration to automaton buffer:

print cnt when cnt mod 2 = 1;

Then, as a result of this print declaration, the following text is printed to the console:



Example 5: Printing the result of adding an item

If we want to print the result of adding an item, that is the new buffer count after a transition for
the add event, we could add the following print declaration to automaton buffer:

print cnt for add;

Then, as a result of this print declaration, the following text is printed to the console:

Since twice an item is added to the buffer, two lines of text are printed.

Example 6: Printing addition/removal results

If we want to print the resulting buffer count after every change to the buffer (addition or
removal), we could add the following print declaration to automaton buffer:

print cnt for add, remove;

Then, as a result of this print declaration, the following text is printed to the console:

Two items are added to the buffer, and one item is removed from the buffer, leading to three lines
of text being printed.

Since the add and remove events are the only events in the system, and no edges exist without an
event (which would implicitly use the tau event), the print declaration can also be specified as
follows:

print cnt for event;

That is, the value of variable cnt is printed after each event transition.

Example 7: Printing value changes

If we want to print the buffer count before and after removal of an item from the buffer, we could
add the following print declaration to automaton buffer:

print pre cnt post cnt for remove;



As a result of this print declaration, the following text is printed to the console:

As only one item is removed for our example trace, two lines of text are printed, one with the
buffer count before the removal (due to pre cnt), and one with the buffer count after the removal
(due to post cnt).

Example 8: Printing headers and footers

If we want to print for every state (S1 through S4), the number of items in the buffer, we could add
the following print declaration to automaton buffer:

print cnt;

If we want to print some text before this, as a header, and some text after this, as a footer, we could
add the following print declaration to the top level scope of the specification, or to automaton
buffer:

print "header" for initial;
print "footer" for final;

As a result of the original print declaration, and these two new print declarations, the following text
is printed to the console:

header
5
6
7
6
footer

Example 9: Printing the new time after time passes

In the example trace given at the top of this page, no passage of time is included. If however a trace
includes time passage, it is possible to filter printing to only time transitions. For instance, if we
want to print the new time after time passes, we could use the following print declaration:

print time for time;

This prints the value of variable time, every time after a time transition. The first time in the print



declaration denotes that the value of variable time should be printed, and the second time denotes
that it should be printed only after passage of time (after time transitions). As an example, the
following could be printed to the console:

0.005
0.75
3.1
7.9

Example 10: Printing all unique time values

In the ninth example, we printed the new time value after each time transition. However, initially
time is zero. Since the initial state is not reached via a time transition, time zero is not printed. We
could adapt the print declaration to the following, to print all unique values of variable time, for all
states of the trace:

print time for initial, time;

This initially prints the value of variable time, and also prints it after every time transition. As an
example, the following could be printed to the console:

~N w o oo
O NS
(Sa}

Example 11: Printing transitions to/from a location

In the example model given at the top of this page, automaton buffer has only one location. If
however an automaton has multiple locations, it may be useful to print the effect of transitions
ending in a certain location, or the state of the system for transitions starting in a certain location.
Consider the following print declaration:

print x for event when aut.loc;

This prints the value of variable x after event transitions leading to a state where location loc is the
current location of automaton aut. That is, whenever an event transition leads to entering that
location, the value of variable x after that transition is printed. Since self loops have the same
source and target location, this includes self loops. To exclude self loops, use the following print
declaration:

print x for event when pre not aut.loc post aut.loc;



This print declaration prints the same text, but only prints it after event transitions from a state
where location loc is not the current location of automaton aut to a state where location loc is the
current location of automaton aut.

So far in this example, we printed text for transitions ending in a location. To print text for
transitions starting in a location, consider the following print declaration:

print pre y for event when pre aut.loc post not aut.loc;

This print declaration prints the value of variable y in the state that is exited by the transition, for
all event transitions that start in location loc of automaton aut, but do end in that same location.

2.13.3. Text formatting

This lesson explains text formatting by means of examples, in the context of print output. It does
not explain all uses of text formatting, nor all details of text formatting. For those details, see the
reference manual’s text formatting details documentation instead.

In this lesson, only the output from print declarations is shown when console output is presented.
All other output, such as that from the CIF simulator, is omitted.

While we explain text formatting in the context of print declarations, text formatting by means of
the fmt function can also be used to create string values in other contexts.

Introduction

Consider the following CIF specification:

print "Time=" + <string>time;

When simulated, it could give the following output:

Time=0.0
Time=3.333333333333336
Time=5.000000000000001
Time=10.0

As you can see, due to rounding and simulation imprecision, the length of the textual
representations of the values of time can vary wildly during simulation. Furthermore, the explicit
casts (conversions) from real to string (<string>) and string concatenation (the + operator) can
quickly become cluttered, and hard to read.

To improve readability of the print declaration, we could adapt the CIF specification to the
following:



print fmt("Time=%s", time);

Here, manual text construction has been replaced by the use of the fmt standard library function.
The first argument is a format pattern, and the remaining arguments are the values that are to be
included in the text, in this case the value of variable time. The fmt function ensures that we no
longer have to use casts. We also no longer have to create pieces of text and concatenate them
(using the + operator).

This is a typical use of a format pattern. The print declaration prints the value that results from text
formatting. The value that is used is the value of variable time. The value of this variable is not used
'as is', but is instead converted to a textual representation using the format pattern. This format
pattern specifies that the resulting text should start with Time=. It also specifies that the value (of
variable time) should be included at the end of the textual representation. The %s part of the format
pattern is a format specifier. The %s specifier is the generic specifier that can convert any type of
value to a textual representation.

When simulated, this new specification gives the exact same output as the previous version.

Real value formatting

As we saw in the previous section, due to rounding and simulation imprecision, the length of the
generic textual representations of the values of variable time can vary wildly during simulation.
This reduces readability of the results, as a lot of irrelevant digits are included. Consider the
following alternative CIF specification:

print fmt("Time=%.2f", time);

Here, instead of a %s specifier, a %f specifier is used. This specifier can only be used for real
numbers, and indicates that the number should be formatted as a floating point number in decimal
representation. The .2 part specifies the precision, and indicates that the floating point number in
decimal notation should have exactly two digits after the decimal point. When simulated, this could
give the following output:

Time=0.00
Time=3.33
Time=5.00
Time=10.00

Putting values in columns

In the examples above, we included a single value in the output. Now consider the following CIF
specification:



print fmt("%.2f %.2f %.2f", x, y, 2);

Here, the values of variables x, y, and z are included in the formatted result. The format pattern
includes each of the values (the first %.2f includes the value of variable x, the second %.2f includes
the value of variable y, etc). The format pattern includes spaces between the format specifiers
(between the %.2f parts), and thus the formatted values include spaces between them as well. When
simulated, this could give the following output:

1.50 0.00 -3.57
2.34 3.75 5.78
4.71 12345.34 -3.12
-3.25 1.25 99.20

Due to some larger values being mixed with shorter values, as well as due to having both positive
and negative values, the output is not so easy to read. This can be solved by using the following CIF
specification instead:

print fmt("%10.2f %10.2f %10.2f", x, y, z);

By including a width of 10, the text is now nicely formatted into columns of ten characters wide:

1.50 0.00 -3.57
2.34 3.75 5.78
4.71  12345.34 -3.12
-3.25 1.25 99.20

The first line is not actual output, but is included to make it easier to see the columns. Not only is
the output now nicely put in columns, but due to the exactly two digits after the dot (.), the dots are
now also nicely aligned.

Large numbers

Consider the following CIF specification:

print fmt("%.2f", time);

When simulated, this could give the following output:

0.00
1.34
5000.23



2147185402.17

As the values of variable time get larger and larger, their textual representations become longer
and longer, and it becomes more and more difficult to see exactly how large the values are. The
following alternative CIF specification solves this problem:

print fmt("%,.2f", time);

The addition of the comma (,) flag ensures that we get the following output instead:

0.00

1.34

5,000.23
2,147,185,402.17

That is, a comma is used in the result as thousand separator, making it easier to see that the value of
variable time is just over two billion, rather than for instance just over 200 million.

Left alignment

Earlier, we put values in columns. By default, if a width is used, text is right-justified (aligned to the
right). We can also justify it to the left, as in this CIF specification:

print fmt("%-10.2d %-10.2d %-10.2d", g, h, i);

Here the %d specifier is used instead of the %f specifier. The %d specifier can only be used for integer
values, while the %f specifier can only be used for real values. Besides a different specifier, the
minus (-) flag is added, and different variables are used as values. After the changes, the CIF
specification could result in the following output:

184 3675 2

19350 29 -2956

-17 -964563 235

2946 567 -25072563

Once again, the first line is not actual output, but is included to make it easier to see the columns.
Observe how the addition of the - flag resulted in the right-justified output being changed to left-
justified (aligned to the left) output. The presence of negative numbers makes that the left-most
digits of the columns are not nicely aligned. The following CIF specification solves this:

print fmt("%-+10.2d %-+10.2d %-+10.2d", x, y, z);



The addition of the plus (+) flag means that for non-negative numbers, a plus (+) character is always
included:

+184 +3675 +2

+19350 +29 -2956

-17 -964563 +235
+2946 +567 -25072563

If preferred, a space can be used instead of a plus, resulting in the following CIF specification:

print fmt("%- 10.2d %- 10.2d %- 10.2d", x, y, z);

and the following output:

184 3675 2

19350 29 -2956

-17 -964563 235

2946 567 -25072563

More formatting

In this lesson, we’ve seen a few forms of text formatting using the fmt function. However, CIF
supports various other specifiers, besides the %s, %f, and %d specifiers that were used in this lesson.
All those specifiers support various flags, widths, and precisions, and allow them to be combined in
various ways. For the complete details of text formatting, see the reference manual’s text
formatting details documentation.

2.14. Language extensions

2.14.1. Supervisory controller synthesis

Supervisory controller synthesis (or supervisor synthesis, or just synthesis) is a generative
technique, where one derives a supervisory controller from a collection of plants and
requirements. Synthesis is the main ingredient of the synthesis-based engineering approach to
develop supervisory controllers. Synthesis allows to focus on the what, i.e. which requirements
should hold, rather than on the how, i.e. how to implement this in a controller.

The plants describe capabilities or behavior of a physical system 'as is', without any integrated
control. They represent the available behavior of the uncontrolled system. Requirements model (a
part of) the functions a system is supposed to perform. They represents behavior that is allowed in
the controlled system, or more precisely, they specify the behavior that is not allowed in the
controlled system. In other words, requirements restrict the behavior of the plants, to ensure that



only the desired behavior remains. The goal of supervisory controller synthesis is to compute a
supervisory controller (or supervisor) that enforces the requirements, assuming the behavior of the
plants, additionally preventing deadlock and livelock, and without restricting the system any
further than is required.

CIF has several features that are used solely of modeling systems for the purpose of supervisory
controller synthesis:

e Automaton kinds
e Invariant kinds
* Event controllability

* Marker predicates

These concepts are explained below. When a model is not used for supervisory controller synthesis,
e.g. for simulation, these concepts are usually ignored.

For an example of how these concepts can be used for modeling of a concrete example, see the
synthesis-based engineering in practice example section.

Automaton kinds

For supervisory controller synthesis, different kinds of automata are treated in different ways.
Regular automata, as used in the language tutorial so far, are specified using only the automaton
keyword. Regular automata do not specify a kind for supervisory controller synthesis, and are
therefore sometimes also referred to as kindless automata. Synthesis tools typically require
knowledge about the purpose of each of the automata, and therefore don’t support regular
automata.

For supervisory controller synthesis, three different kinds of automata are available: plant
automata, requirement automata, and supervisor automata. These automata are identical to
regular automata, except for the keywords used to declare their intent. The automaton keyword is
preceded or replaced by the plant, requirement, or supervisor keyword respectively.

For instance, the following are two alternative ways to model the same plant automaton:

// Plant automaton, long form.
plant automaton lamp:
event turn_on, turn_off;

location off:

initial;

edge turn_on goto on;
location on:

edge turn_off goto off;
end



// Plant automaton, short form.
plant lamp:
event turn_on, turn_off;

location off:
initial;
edge turn_on goto on;

location on:
edge turn_off goto off;
end

Invariant kinds

Similar to automata, different kinds of invariants are treated in different ways for supervisory
controller synthesis. Invariants can be declared as plant, requirement, or supervisor invariants, by
preceding or replacing the invariant keyword with a plant, requirement, or supervisor keyword
respectively.

For instance, consider the following CIF specification:

invariant inv1: lamp.on or lamp.off; // Regular/kindless invariant.

plant lamp:
event turn_on, turn_off;

requirement invariant reql: not off; // Requirement invariant. Long form.
requirement regq2: not off; // Requirement invariant. Short form.

location off:
initial;
edge turn_on goto on;

location on:
edge turn_off goto off;
end

The inv1 invariant, does not specify an additional supervisory kind keyword. It is therefore a
regular invariant, also called a kindless invariant. The reql invariant, in the lamp automaton,
explicitly specifies a requirement kind and is therefore a requirement invariant. The req2 invariant
is identical to the reql invariant, except that the invariant keyword has been omitted. It is also a
requirement invariant, but written in a shorter form.

There are two forms of invariants: state invariants and state/event exclusion invariants. Both forms
can be used for synthesis. For instance, consider the following example of a counter:



plant counter:
controllable increment, decrement;
disc int x = 0;

plant invariant @ <= x and x <= 10;
requirement increment needs x < 8§;
location:

initial;

edge increment do x :
edge decrement do x := x - 1;

I
>
+
—_

end

The counter can be incremented and decremented. The plant invariant specifies that it is not
possible for the counter to count negative values, or values more than 10. It is a requirement that
synthesis ensures that the counter can only be incremented as long as the counted value is less than
8.

Event controllability

Supervisory controller synthesis distinguishes two kinds of events: controllable events and
uncontrollable events.

Uncontrollable events are events that a supervisor can not prohibit, and are usually related to
sensors. A typical example are events that indicate that a button has been pushed or released. A
button is essentially a sensor that is on if the user pushes the button, and off if the user doesn’t push
it. The supervisor can not prevent a user from physically pushing or releasing a button, and can
also not determine when the user pushes or releases it. The supervisor thus also can not prevent
the events from occurring.

Another example is an event that indicates that a moving part has reached its outer position (limit
sensor turns on). If the part reaches its outer position, the event will occur. The supervisor can not
control the sensor, as it is physically linked to the position of the moving part.

Controllable events may be restricted by a supervisor, and are usually related to actuators. Typical
examples are events used to turn a motor on or off, to turn a lamp on or off, or to change the
direction of movement.

Even though a supervisor may not be able to control a limit sensor directly, and thus restrict the
corresponding events, it may be able to influence it indirectly. For instance, a motor may be
available that makes it possible for the part to move. That motor may then be controlled using
controllable on and off events. Stopping the motor then makes the part stop moving, ensuring that
the part never reaches its outer position, indirectly preventing the limit sensor from turning on,
and the corresponding event from happening.

Events and channels in CIF are declared using the event keyword. For controllable events, the event



keyword may be preceded or replaced by the controllable keyword. Similarly, for uncontrollable
events, the event keyword may be preceded or replaced by the uncontrollable keyword. Similar to
event declarations, for event parameters the event keyword may by preceded or replaced by the
controllable or uncontrollable keyword, for controllable and uncontrollable event parameters
respectively.

As a convention, controllable events are given names that start with c_, and uncontrollable events
are given names that start with v_. This allows them to be highlighted in different colors.

For instance, consider the following CIF specification:

controllable c¢_on, c_off;
uncontrollable u_pushed, u_released;

Marker predicates

Marking is very weak form of liveness, and is used by supervisory controller synthesis to prevent
livelocks, to ensure progress. It is also used to prevent deadlocks. A supervisor per definition
ensures that a marked state can always be reached, for the entire system. A system is marked if all
its automata are marked. An automaton is marked if its active location is a marked location. In
literature, marked location are also called safe locations. Note that deadlock in marked states is not
prevented, as a marker state (the state itself) can be reached by not taking any transition. In
literature, marked deadlock states are also called final states.

Marking can be specified using marker predicates. Locations can be marked using the marked
keyword, as follows:

plant lamp:
controllable c¢_turn_on, c_turn_off;

location off:
initial;
marked;
edge c_turn_on goto on;

location on:
edge c_turn_off goto off;
end

In this example location off is both initial and marked, while location on is neither initial nor
marked.

Marker predicates are very similar to initialization predicates, as by default, locations are not
marked, similar to how by default locations are not initial. Marker predicates can be specified in
locations, automata, groups, and the top level of the specification (which can be seen as a group),
similar to initialization predicates.



The following specification shows an example of a variable that is only marked for a certain value:

plant counter:
controllable c_increment, c_decrement;
disc int[0..10] count = 0;

marked count = 0;

location off:
initial;
marked;
edge c_increment do count := count + 1;
edge c_decrement do count := count - 1;

end

Variable count of plant automaton counter is only marked if it has value zero. That is, the entire
system can only be marked if count is zero. Supervisor synthesis will ensure that it is always
possible to get back to a state where count is zero.

2.14.2. Annotations

Annotations can be added to elements of a CIF specification, to annotate them with extra
information. Annotations are a form of structured data, and the CIF type checker checks their
validity. Tools that take CIF specifications as input can process the annotations that are attached to
elements of the specification, and use the supplied information.

Annotations differ from comments. Comments can also be used to add additional information to a
specification. However, comments are completely free form, as you can write anything in them.
They can even be used to (temporarily) comment out some parts of the specification. Furthermore,
comments are purely for the benefit of the modeler. They are never interpreted by a tool.

Annotations have two main purposes:

* Annotations allow for extensibility, as anyone can add annotations, whether it is general
purpose, company-specific, or even for private use.

* Annotations allow to test out language extensions before fully integrating them into the
language.

Annotations can be added to most elements of CIF specifications that have a name (like components
and variables), or can have a name (like locations and invariants), as well as some other elements
(like edges).

The following built-in annotations are bundled with CIF:

Category Annotation

Controller controller:properties

Documentation doc



Category Annotation

State state

Annotations are an extension mechanism, and anyone can define and register their own
annotations. Different CIF installations may therefore have different registered annotations. A CIF
specification may thus have a warning in one installation, if the annotation is for instance not
registered in that installation, while in another installation the annotation does not have a warning,
as there it is registered. Different people could define the same annotation in different ways, such
that their own installations interpret that annotation differently and impose different constraints
for it. Hence, a specification with such annotations may be valid in one installation, and invalid in
another.

For more detailed information on annotations, see the reference manual.

Controller annotations

A controller properties annotation can be added to a CIF specification that represents a controller
that satisfies certain properties. The annotation should not be manually added to specifications.
Instead, it should be added by tools such as the CIF controller properties checker tool, once the tool
has checked that the properties hold for the specification. For instance, such a tool may add the
following to a CIF specification that has bounded response:

@@controller:properties(boundedResponse: true, uncontrollablesBound: 2,
controllablesBound: 5)

For more detailed information on controller properties annotations, see the reference manual.

Documentation annotations

Documentation can be added to all elements of the specification that support annotations:

@doc("The lower limit sensor of the elevator.")
@doc("Safety sensor.")
input bool ElevatorDownSensor;

The documentation may span multiple lines, by using explicit newline characters:

@doc(
"doc with multiple\n" +
"lines of\n" +
"text"



input bool 1i;

This also may be abbreviated as follows, by using multiple arguments:

@doc(
"doc with multiple",
"lines of",
"text",

)

input bool 1i;

It is also possible to use for instance constants from the model in the documentation text:

const int MAX_NR_OF_PRODUCTS = 3;

@doc(fmt("Sensor 1/%d.", MAX_NR_OF_PRODUCTS))
input bool s1;

This documentation can then be used by CIF tools in various ways. For instance, if the the CIF code
generator is used to generate Java code for the above example, then the documentation is included
in the generated code:

* Input variable "ElevatorDownSensor".

* <p>
* The lower limit sensor of the elevator.
* </p>

* <p>

* Safety sensor.

* </p>

*/

public boolean ElevatorDownSensor;

For more detailed information on documentation annotations, see the reference manual.

State annotations

A state annotation adds state information to a location in an automaton. States consist of the
current locations of automata and the current values of variables. The typical use of state
annotations is for generated models that contain an automaton representing a state space of
another model, where each location of that automaton represents a state of the state space. For
instance, the CIF explorer may generate CIF models with state spaces represented as automata. For
the example from the lesson on synchronizing events, it may generate the following model:



group producer:
event produce;
event provide;
end

group consumer:
event consume;
end

automaton statespace:
alphabet producer.produce, producer.provide, consumer.consume;

@state(consumer: "idle", producer: "producing")
location loc1:

initial;

edge producer.produce goto loc2;

@state(consumer: "idle", producer: "idle")
location loc2:
edge producer.provide goto loc3;

@state(consumer: "consuming", producer: "producing")
location loc3:

edge producer.produce goto loc4;

edge consumer.consume goto locl;

@state(consumer: "consuming", producer: "idle")
location loc4:
edge consumer.consume goto loc2;
end

This state space consists of four states, each represented by a location of the statespace automaton.
For instance, the first state is represented by location loc1, which corresponds to the state where
the consumer is idle and the producer is producing.

A location may have multiple state annotations in case it represents multiple states. For instance,
the event-based DFA minimization tool may merge locations representing different states to a
single location representing multiple states.

For more detailed information on state annotations, see the reference manual.



Chapter 3. Language reference

The documentation in this language reference manual serves as reference. It is not intended to be
read from beginning to end, but more to look up specific information when needed. The reference
documentation generally provides detailed and complete information, but this information may
not always be presented in the most accessible way.

The information is divided into categories. The following categories and information is part of the
language reference documentation:

Syntax

* Lexical syntax
* Grammar

e CIF XML files
SVG visualization and interaction

» CIF/SVG declarations
o SVG file declarations
> CIF/SVG copy declarations
o CIF/SVG move declarations

o CIF/SVG output mappings

o

CIF/SVG input mappings
Text

 Print output
o Print declarations
o Print file declarations

» Text formatting details
Annotations

e Annotations
* Built-in annotations
o Controller annotations
o Documentation annotations

o State annotations

3.1. Syntax



3.1.1. Lexical syntax

CIF files are textual files. While CIF files can have any file extension, by convention a .cif file
extension is used.

This page describes the CIF lexical syntax.

Characters

CIF files may only contain ASCII characters (0 through 127).

The encoding of CIF files is assumed to be UTF-8. If a CIF file is actually encoded using a different
encoding, error messages produced while reading it may indicate the wrong characters.

Keywords

Language keywords
alg disc group post switch
alphabet dist id pre tau
any do if print text
attr edge import printfile time
automaton elif initial real to
bool else input requirement  true
break end int return tuple
case enum invariant  self type
const equation  list set uncontrollable
cont event location string urgent
continue false marked supervisor value
controllable file monitor svgcopy void
def final namespace  svgfile when
der for needs svgin while
dict func now svgmove
disables goto plant svgout

Trigonometric functions
acosh  asin cosh sin
acos atanh  cos tanh
asinh  atan sinh  tan

General functions
abs empty 1In pop sign
cbrt exp log pow size
ceil floor max round sqrt


https://en.wikipedia.org/wiki/ASCII
https://en.wikipedia.org/wiki/UTF-8

del fmt min scale

Distributions
bernoulli erlang lognormal triangle
beta exponential normal uniform
binomial gamma poisson weibull
constant geometric random

Expression operators

and mod sample
div  not sub
in or

Terminals

Besides the keyword terminals listed above, CIF features several other terminals:

IDENTIFIERTK

An identifier. Defined by the regular expression: [$]?[a-zA-Z_][a-zA-Z0-9_]*. They thus consist
of letters, numbers and underscore characters (_). Identifiers may not start with a numeric digit.
Keywords take priority over identifiers. To use a keyword as an identifier, prefix it with a $
character. The §$ is not part of the identifier name.

Examples:
apple // identifier
bear // identifier
int // keyword
$int // identifier 'int' (override keyword priority with §)
RELATIVENAMETK

A relative name. Defined by the regular expression: [$]?[a-zA-Z_][a-zA-20-9_]1*(\.[$]1?[a-zA-
Z_][a-zA-10-9_]*)+. It thus consists of two or more IDENTIFIERTK joined together with periods (.).

Examples:



some_automaton.some_location

ABSOLUTENAMETK

An absolute name. Absolute names can be used to refer to objects that are otherwise hidden. It
represents an absolute name from the root of the current scope.

Defined by the regular expression: \.[$]?[a-zA-Z_][a-zA-20-9_]1*(\.[$]1?[a-zA-Z_][a-zA-10-
9_]*)*. It starts with a period (.), and then follows an IDENTIFIER or RELATIVENAMETK.

Examples:

.some_event
.some_group.some_event

ROOTNAMETK

A root name. Absolute names can be used to refer to objects that are otherwise hidden. It
represents an absolute name from the root of the current specification.

Defined by the regular expression: \"[$]?[a-zA-Z_][a-zA-20-9_1*(\.[$]1?[a-zA-Z_][a-zA-10-
9_1*)*. It starts with a circumflex accent ("), and then follows an IDENTIFIER or RELATIVENAMETK.

Examples:

Asome_group.some_event

REGULAR_ANNOTATION_NAMETK

A (regular) annotation name. Regular annotation names are used to refer to annotations, when
they are used to annotate most elements of CIF specifications.

Defined by the regular expression: @[a-zA-Z_][a-zA-70-9_]*(:[a-zA-Z_][a-zA-70-9_]*)*. It starts
with an at sign (@), and then follow one or more IDENTIFIER terminals, separated by colons (:).
Within annotation names, the identifiers are never escaped (no $). The at sign is only used to
indicate that an annotation name follows, but it is not part of the annotation name itself.

Examples:

@doc
@plc:input



DOUBLE_ANNOTATION_NAMETK

A double at-sign annotation name. Double at-sign annotation names are used to refer to
annotations, when they are used to annotate certain elements of CIF specifications, such as the
entire specification. Double at-sign annotation names are identical to regular annotation names,
but starts with two at signs (@@).

Defined by the regular expression: @@[a-zA-Z_][a-zA-70-9_]*(:[a-zA-Z_][a-zA-70-9_]*)*. It starts
with two at signs (00), and then follow one or more IDENTIFIER terminals, separated by colons (:).
Within annotation names, the identifiers are never escaped (no $). The at signs are only used to
indicate that an annotation name follows, but they are not part of the annotation name itself.

Examples:

@@doc
@oplc:input

NUMBERTK

An integer literal. Defined by the regular expression: 0|[1-9][0-9]*. Integers thus consist of
numeric digits. Only for the number @ may an integer literal start with 0. E.g. 02 is invalid.

Examples:

123

REALTK

A real literal. Defined by the regular expression: (0|[1-9][0-97*%)(\.[0-9]+|(\.[0-9]+)?[eE][\-
\+]7[0-9]+). Simple double literals consist of an integer literal followed by a period (.) and some
numeric digits. Double literals using scientific notation start with either an integer literal or a
simple double literal. They then contain either an e or E, followed by the exponent. The exponent
consists of numeric digits, optionally preceded by + or -.

Examples:

0.0

Teb
1E+03
1.05e-78



STRINGTK

A string literal. Defined by the regular expression: \"([M\\\"\n]|\\[nt\\\"])*\". String literals
are enclosed in double quotes ("). String literals must be on a single line and must thus not
include new line characters (\n, Unicode U+0A). To include a double quote (") in a string literal, it
must be escaped as \". Since a backslash (\) serves as escape character, to include a backslash in
a string literal it must be escaped as \\. To include a tab character in a string literal, use \t. To
include a newline in a string literal, use \n.

Examples:

"hello world"
"first line\nsecond line"

Whitespace

CIF supports spaces, tabs, and new line characters as whitespace. Whitespace is ignored (except in
string literals), but can be used to separate tokens as well as for layout purposes. The use of tab
characters is allowed, but should be avoided if possible, as layout will be different for text editors
with different tab settings. You may generally format a CIF script as you see fit, and start on a new
line when desired.

Examples:

// Normal layout.
int x = 5;

// Alternative layout.
int

Comments

CIF features two types of comments. Single line comments start with // and end at end of the line.
Multi line comments start with /* and end at */. Comments are ignored.

Examples:

int x = 5; // Single line comment.

int /* some comment */ x = /* some
more comments
and some more



end of the multi line comment */ 5;

3.1.2. Grammar

Below, the grammar of the CIF language is shown, in a form closely resembling Backus-Naur Form
(BNF). The Specification non-terminal is the start symbol of the grammar. Text between quotes are
terminals. Names using only upper case letters are defined in the lexical syntax. The remaining
names are the non-terminals of the grammar.

Specification : OptDoubleAnnos GroupBody

I

GroupBody : OptGroupDecls

I

AutomatonBody : OptAutDecls Locations OptIoDecls

I

OptGroupDecls : /* empty */
| OptGroupDecls GroupDecl

I

GroupDecl : Decl

import" Imports ";
“namespace" IDENTIFIERTK “;"
"namespace"” RELATIVENAMETK ";"

|

|

| "func" Types Identifier FuncParams ":" FuncBody

| Annos "func" Types Identifier FuncParams ":" FuncBody

| Identifier ":" Name CompInstArgs ";"

| Annos Identifier ":" Name CompInstArgs ";"

| "group” "def" Identifier CompDefParms ":" GroupBody
"end"

| Annos "group" "def" Identifier CompDefParms ":" GroupBody
"end"

| OptSupKind "automaton" "def" Identifier CompDefParms ":"
AutomatonBody "end"

| Annos OptSupKind "automaton" "def" Identifier CompDefParms ":"
AutomatonBody "end"

| SupKind "def" Identifier CompDefParms ":"
AutomatonBody "end"

| Annos SupKind "def" Identifier CompDefParms ":"
AutomatonBody "end"

| "group” Identifier ":" GroupBody
"end"

| Annos "group" Identifier ":" GroupBody
"end"

| OptSupKind "automaton" Identifier


https://en.wikipedia.org/wiki/Formal_grammar
https://en.wikipedia.org/wiki/Backus%E2%80%93Naur_Form
https://en.wikipedia.org/wiki/Nonterminal_symbol
https://en.wikipedia.org/wiki/Start_symbol_(formal_languages)

AutomatonBody "end"
| Annos OptSupKind "automaton"
AutomatonBody "end"

SupKind

AutomatonBody "end"
| Annos SupKind
AutomatonBody "end"

I

OptAutDecls :
|

I

AutDecl : Dec
"a-l_
Ila'l

mo

mo

Ann
Decl :
Annos
Annos
Annos
Annos
Annos

Annos

Annos
Annos

Annos

"equat
initi

|
|
|
|
|
|
I
|
|
|
|
|
| Annos
|
|
|
|
|
I
|
|
|
| Annos
| "marke
| IoDecl

I

Identifiers :

/* empty */
OptAutDecls AutDecl

1

phabet" Events ";"
phabet" ";"

nitor" Events ";"
nitor" ";"

"disc" Type DiscDecls ";

os "disc" Type DiscDecls ";

"type" TypeDefs ";"

"type" TypeDefs ";
"enum" Identifier

"enum" Identifier "=" AnnotatedIdentifiers ";

OptControllability "event"
OptControllability "event"

=" AnnotatedIdentifiers ";

Identifier

Identifier

Identifier

Identifiers
Identifiers

OptControllability "event" EventType Identifiers
OptControllability "event" EventType Identifiers

Controllability Identifiers
Controllability Identifiers
Controllability EventType Identifiers
Controllability EventType Identifiers

"const" Type ConstantDefs ";

"const" Type ConstantDefs ";

"alg" Type AlgVarsDefs ";

"alg" Type AlgVarsDefs ";
"input" Type Identifiers ";"

"input" Type Identifiers ";

"cont" ContDecls ";

"cont" ContDecls ";

ion" Equations ";"
n n

al" Expressions ";
InvariantDecls
InvariantDecls

d" Expressions ";

Identifier



| Identifiers "," Identifier

.
I

Identifier : IDENTIFIERTK

.
I

AnnotatedIdentifiers : AnnotatedIdentifier
| AnnotatedIdentifiers "," AnnotatedIdentifier

I

AnnotatedIdentifier : OptAnnos IDENTIFIERTK

I

Imports : StringToken
| Imports "," StringToken

StringToken : STRINGTK

TypeDefs : Identifier "=" Type
| TypeDefs "," Identifier "=" Type

I

ConstantDefs : Identifier "=" Expression
| ConstantDefs "," Identifier "=" Expression

I

AlgVarsDefs : Identifier

| Identifier "=" Expression
| AlgVarsDefs "," Identifier

| AlgVarsDefs "," Identifier "=" Expression

I

FuncParams : "(" ")"
| "(" FuncParamDecls ")"

.
r

FuncParamDecls : FuncParamDecl
| FuncParamDecls ";" FuncParamDecl

I

FuncParamDecl : OptAnnos Type Identifiers

I

FuncBody : FuncVarDecls FuncStatements "end"

| StringToken ";

I

FuncVarDecls : /* empty */
| FuncVarDecls Type FuncVarDecl ";"



| FuncVarDecls Annos Type FuncVarDecl ";"

.
I

FuncVarDecl : Identifier

| Identifier "=" Expression
| FuncVarDecl "," Identifier
| FuncVarDecl "," Identifier "=" Expression

I

FuncStatements : FuncStatement
| FuncStatements FuncStatement

I

FuncStatement : Addressables ":=" Expressions ";"
| "if" Expressions ":" FuncStatements
OptElifFuncStats OptElseFuncStat "end"
"while" Expressions ":" FuncStatements "end"
"break" ";"

continue" ";
return" Expressions ";"

I

OptElifFuncStats : /* empty */
| OptElifFuncStats "elif" Expressions ":" FuncStatements

I

OptElseFuncStat : /* empty */
| "else" FuncStatements

.
I

Events : Name
| Events "," Name

I

CoreEdge : EdgeEvents OptEdgeGuard OptEdgeUrgent OptEdgeUpdate
| "when" Expressions OptEdgeUrgent OptEdgeUpdate
| "now" OptEdgeUpdate
| "do" Updates

.
I

OptEdgeGuard : /* empty */
| "when" Expressions

.
I

OptEdgeUrgent : /* empty */
| llnowll

.
I

OptEdgeUpdate : /* empty */
| "do" Updates

.
I



EdgeEvents :
|

I

EdgeEvent :

.
I

Locations :

.
I

Location :
| A
|
| A
|
| A
|
| A

I

LocationElem

LocationElem

CompInstArgs :

CompDefParms :

CompDefDecls :

EdgeEvent
EdgeEvents ","

"tau
Name
Name
Name "!" Expression
Name "?"

Location
Locations Location

"location" ";

EdgeEvent

nnos "location" ";"

"location" Identifier ";"
nnos "location" Identifier ";"

"location" ":" LocationElements
nnos "location" ":" LocationElements

"location" Identifier ":" LocationElements
nnos "location" Identifier ":" LocationElements
ents : LocationElement

| LocationElements LocationElement
ent : "initial™ ";"

II(II II)"

| "(" Expressions ")
II(II II)"

| "(" CompDefDecls
CompDefDeclaration

initial" Expressions ";
OptDoubleAnnos InvariantDecls
equation" Equations ";

marked" ";"

"marked" Expressions ";
"urgent" ";"
OptDoubleAnnos

"edge" CoreEdge

OptDoubleAnnos "edge" CoreEdge "goto" Identifier ";

")ll

n,n
r
n

| CompDefDecls ";" CompDefDeclaration



.
I

: OptControllability "event"
| OptControllability "event"
| Controllability

| Controllability

| Name Identifiers
|
|
|

CompDefDeclaration

"location" Identifiers
"input" Type Identifiers

EventParamlds
EventType EventParamlds
EventParamIds
EventType EventParamlds

OptAnnos "alg" Type Identifiers

.
I

EventParamIds : EventParamId
| EventParamIds "," EventParamld
EventParamId : Identifier OptEventParamFlags

.
’

OptEventParamFlags : /* empty */

| OptEventParamFlags EventParamFlag

I

EventParamFlag : "!"
| Il?ll
| l|~l|
DiscDecls : DiscDecl
| DiscDecls "," DiscDecl
DiscDecl : Identifier
| Identifier "in" "any"
| Identifier "=" Expression
"in" "{" Expressions "}"

| Identifier

I

ContDecls : ContDecl

| ContDecls "," ContDecl
ContDecl : Identifier OptDerivative

| Identifier "=" Expression OptDerivative
OptDerivative : /* empty */

| "der" Expression

.
I

Equations : Equation



| Equations "," Equation

I

Equation : Identifier """ "=" Expression
| Identifier "=" Expression

InvariantDecls : OptSupKind "invariant" Invariants ";"

| SupKind Invariants ";

.
I

Invariants : Invariant
| Invariants "," Invariant

I

Invariant : Expression
| Identifier ":" Expression
| Name "needs"
| Identifier ":" Name "needs"
| NonEmptySetExpression "needs"
| Expression "disables"
| Identifier ":" Expression "disables"
| Expression "disables"

.
I

NamesSet : "{" Names "}"

.
I

Names : Name

| Names "," Name

I

Updates : Update
| Updates "," Update

I

Update : Addressable ":=" Expression
| "if" Expressions ":" Updates
OptElifUpdates OptElseUpdate "end"

r

Addressables : Addressable
| Addressables "," Addressable

I

Addressable : Name
| Name Projections
| "(" Addressable "," Addressables ")"

.
’

Projections : Projection

Expression
Expression
Expression
Name

Name
NamesSet



| Projections Projection

I

Projection : "[" Expression "]"

.
I

OptElifUpdates : /* empty */
| OptElifUpdates "elif" Expressions

:" Updates

I

OptElseUpdate : /* empty */
| "else" Updates

.
I

OptSupKind : /* empty */
| SupKind

I

OptControllability : /* empty */
| Controllability

I

Controllability : "controllable"
| "uncontrollable"

[I7777777777777777777777777777777777777777777777777777777777777777777777777777

OptIoDecls : /* empty */
| OptIoDecls IoDecl

I

IoDecl : SvgFile
SvgCopy
SvgMove
SvgOut
SvgIn
PrintFile
Print

SvgFile : "svgfile" StringToken ";

.
I

OptSvgFile : /* empty */
| "file" StringToken

SvgCopy : "svgcopy" "id" Expression OptSvgCopyPre OptSvgCopyPost OptSvgFile ";

I



OptSvgCopyPre : /* empty */
| "pre" Expression

.
I

OptSvgCopyPost : /* empty */
| "post" Expression
SvgMove : "svgmove" "id" Expression "to" Expression "," Expression
OptSvgFile ";"

I

SvgOut : "svgout" "id" Expression SvgAttr "value" Expression OptSvgFile

n,n
’

SvgAttr : "attr" StringToken
| "text"

.
I

id" Expression "event" SvgInEvent OptSvgFile ";
id" Expression "do" Updates OptSvgFile ;"

SvgIn : "svgin
| llsvg_inll n

.
I

SvgInEvent : Name
| "if" Expression ":" Name OptSvgInEventElifs "else" Name "end"

| "if" Expression ":" Name SvgInEventElifs "end"

.
I

OptSvgInEventElifs : /* empty */
| SvgInEventElifs

I

SvgInEventElifs : "elif" Expression Name
| SvgInEventElifs "elif" Expression ":" Name

I

PrintFile : "printfile" StringToken ";

.
I

Print : "print" PrintTxt OptPrintFors OptPrintWhen OptPrintFile ";"

.
I

PrintTxt : Expression
| "pre" Expression
| "post" Expression
| "pre" Expression "post" Expression

.
I

OptPrintFors : /* empty */
| "for" PrintFors



.
I

PrintFors : PrintFor
| PrintFors "," PrintFor

I

PrintFor : "event"
"time"
Name
"initial"
"final"

OptPrintWhen : /* empty */
| "when" Expression
| "when" "pre" Expression
| "when" "post" Expression
| "when" "pre" Expression "post" Expression

I

OptPrintFile : /* empty */
| "file" StringToken

[I7777777777777777777777777777777777777777777777777777777777777777777777777777

Types : Type
| Types "," Type

I

EventType : "void"
| Type

I

Type : "bool"

"int"

"int" "[" Expression
real"

"string"

"list" Type

"list" "[" Expression "]" Type

"list" "[" Expression ".." Expression "]" Type
"set" Type

"dict" "(" Type ":" Type ")"

"tuple" "(" Fields ")"

“func" Type "(" ")"

"func" Type "(" Types ")"

"dist" Type

Name

.." Expression "]"



Fields : Field
| Fields ";" Field

I

Field : Type Identifiers

[I7777777777777777777777777777777777777777777777777777777777777777777777777777

Expressions : Expression
| Expressions "," Expression

I

OptExpression : /* empty */
| Expression

I

Expression : OrExpression
| OrExpression "=>" OrExpression
| OrExpression "<=>" OrExpression

I

OrExpression : AndExpression
| OrExpression

or" AndExpression

I

AndExpression : CompareExpression
| AndExpression "and" CompareExpression

I

CompareExpression : AddExpression

CompareExpression "<" AddExpression

CompareExpression "<=" AddExpression
CompareExpression "=" AddExpression
CompareExpression "!=" AddExpression

">=" AddExpression

|

|

|

| CompareExpression

| CompareExpression ">" AddExpression
| CompareExpression "in" AddExpression
| CompareExpression "sub" AddExpression

.
I

AddExpression : MulExpression
| AddExpression "+" MulExpression
| AddExpression "-" MulExpression

.
I

MulExpression : UnaryExpression
| MulExpression "*" UnaryExpression
| MulExpression "/" UnaryExpression
| MulExpression "div" UnaryExpression
| MulExpression "mod" UnaryExpression



.
I

UnaryExpression : FuncExpression

"-" UnaryExpression
"+" UnaryExpression
not" UnaryExpression

sample" FuncExpression

FuncExpression : ExpressionFactor
| FuncExpression "[" Expression "]"
| FuncExpression
"[" OptExpression ":" OptExpression "]"

| FuncExpression "(" ")"

| FuncExpression "(" Expressions ")"

| StdLibFunction "(" ")"

| StdLibFunction "(" Expressions ")"

I

ExpressionFactor : "true"

"false"

NUMBERTK

REALTK

StringToken

"time"

TG

"[" Expressions "]"
ngn
NonEmptySetExpression
“{" DictPairs "}"

"(" Expression "," Expressions ")"

<" Type ">" ExpressionFactor

"if" Expressions ":" Expression
OptElifExprs "else" Expression "end"

| "switch" Expression ":" SwitchBody "end"

| "(" Expression ")"

| Name

| Name """

| "7

| "self"

I

NonEmptySetExpression : "{" Expressions "}"

.
I

DictPairs : Expression ":" Expression
| DictPairs "," Expression ":" Expression

I

OptElifExprs : /* empty */
| OptElifExprs "elif" Expressions

Expression



.
I

SwitchBody : SwitchCases
| SwitchCases "else" Expression
| "else" Expression

.
I

SwitchCases : "case" Expression Expression
| SwitchCases "case" Expression ":" Expression

I

Name : Identifier
| RELATIVENAMETK
| ABSOLUTENAMETK
| ROOTNAMETK

I

[I17777777777777777777777777777777777777777777777777777777777777777777777777777

OptDoubleAnnos : /* empty */
| OptDoubleAnnos DoubleAnnotation

I

DoubleAnnotation : DOUBLE_ANNOTATION_NAMETK
| DOUBLE_ANNOTATION_NAMETK "(" ")"
| DOUBLE_ANNOTATION_NAMETK "(" AnnotationArgs OptComma ")"

I

OptAnnos : /* empty */
| OptAnnos Annotation

I

Annos : Annotation
| Annos Annotation

I

Annotation : REGULAR_ANNOTATION_ NAMETK
| REGULAR_ANNOTATION_NAMETK "(" ")"
| REGULAR_ANNOTATION_NAMETK "(" AnnotationArgs OptComma ")"

I

AnnotationArgs : AnnotationArg
| AnnotationArgs "," AnnotationArg

I

AnnotationArg : IDENTIFIERTK ":" Expression
| RELATIVENAMETK ":" Expression
| Expression

I

OptComma : /* empty */



mn
I

.
I

SupKind : "plant"

| "requirement"
| "supervisor"

.
I

StdLibFunction :

"acosh"
"acos"
asinh"
asin"
"atanh"
"atan"
"cosh"

sinh"
sin"
"tanh"
"tan"
"abs"
"cbrt"
"ceil"
"del"
"empty"
exp"
“floor"
“fmt"
"o
"log

round"
scale"
sign"
size"
sqrt"
"bernoulli"
"beta"
"binomial"
"constant”
erlang"
exponential”
gamma"
geometric"
"lognormal”
"normal"
poisson”
random"



| "triangle"
| "uniform"
| "weibull"

.
I

3.1.3. CIF XML files

While CIF has a textual syntax (see the lexical syntax and grammar), in certain cases it may be
more convenient to work with CIF specifications as XML files. For instance:

* When debugging tools that produce CIF models, the XML file format contains all internal
details, such as the types of expressions.

 For processing of CIF specifications by other tools, having an XML syntax can be useful as well.
Those tools do not have to parse and type check CIF specifications by themselves, as the XML
files contain the type-checked specifications.

All CIF tools bundled with Eclipse ESCET support writing CIF specifications as XML files. To write a
CIF XML file instead of a regular CIF file in the CIF textual syntax, use the .cifx file extension for
the output CIF file.

All CIF tools bundled with Eclipse ESCET also support reading CIF specifications from XML files. If
an input CIF specification has the .cifx file extension, it is read as an XML file.

The CIF XML files are a special type of XML, namely XMI. XMI stands for 'XML Metadata
Interchange' and is an OMG standard.

XML files produced by CIF tools should be considered to be version-specific. Different versions of
CIF may read and write XML files that are not compatible with previous versions. The CIF release
notes do not indicate such incompatibilities.

For more information on how to obtain and work with CIF XML files, check out the relevant section
of the developer documentation.

3.2. SVG visualization and interaction

3.2.1. CIF/SVG declarations

CIF supports visualizing the state of a model using SVG images, as well interacting with these
images during for instance a simulation. To better understand these concepts, see the CIF tutorial
lessons on SVG visualization and SVG interaction. Here, we focus more on their technical details.

SVG images can be connected to the CIF model, the images can be updated based on the state of the
model, and clicks on elements of the images can be used to influence the behavior of the model. All
of these connections are specified in a CIF model using CIF/SVG declarations (sometimes also called
SVG declarations, for simplicity).

The following types of CIF/SVG declarations are available:

» SVG file declarations: Specifies which SVG image file to use.


https://en.wikipedia.org/wiki/XML
https://en.wikipedia.org/wiki/XML_Metadata_Interchange
https://en.wikipedia.org/wiki/Object_Management_Group

CIF/SVG copy declarations: Specifies that a part of an SVG image should be copied.

CIF/SVG move declarations: Specifies that a part of an SVG image should be moved.

CIF/SVG output mappings: Specifies how to update a certain property of an element of an SVG
image.

CIF/SVG input mappings: Specifies how interaction with an SVG image, by clicking on certain
elements of an image, affects the behavior of the model.

SVG file declarations

Before any other CIF/SVG declarations can be specified, you need to indicate to which SVG image
(file) they apply, using an SVG file declaration. A typical SVG file declaration looks like this:

svgfile "some_file.svg";

The SVG files are declared based on their file names. If possible, it is recommended to use the same
file name for the CIF specification and for the SVG image, only with different file extensions. This
way, it is easy to see which images goes with which CIF specification.

Paths

It is possible to use relative (or absolute) paths for the SVG files. For instance:

svgfile "svg_files/some_file.svg";
svgfile "../images/some_file.svg";

For the first SVG file declaration, the tools will look for an svg_files directory in the same directory
as the CIF file, and for a some_file.svg file in that svg_files directory. For the second SVG file
declaration, the tools will look for an images directory in the parent directory of the directory that
contains the CIF file, and for a some_file.svg file in that images directory.

Files and directories are separated using slashes (/), regardless of the used operating system. It is
also allowed to use backslashes (\), which are more common on Microsoft Windows operating
systems, but they need to be escaped as \\ for this to work, making it easier to use slashes (/)
instead.

Scoping

CIF/SVG file declarations (and all 'other' CIF/SVG declarations) can be specified in all components.
That is, they can be specified in the top level scope of the specification, in groups and group
definitions, as well as in automata and automaton definitions. An SVG file declaration that is
specified in a certain scope applies to that scope, as well as all child scopes that don’t have an SVG
file declaration of their own. Additionally, all 'other' CIF/SVG declarations (such as SVG output
mappings) may include a local SVG file declaration, that only applies to that specific CIF/SVG



declaration.

For instance, consider the following CIF specification:

svgfile "filel.svg";
svgout id "a" attr "b" value 5;

svgout id "c" attr "d" value 6 file "file2.svg";

group g:
svgfile "file3.svg";

svgout id "e" attr "f" value 7;

svgout id "g" attr "h" value 8;

svgout id "i" attr "j" value 9 file "filed.svg";

group h:
svgfile "file5.svg";
end

group i:
svgout id "k" attr "1" value 10;
end
end

The mapping for the SVG element with id a is declared in the top level scope of the specification,
and does not have a local SVG file declaration. As such, the SVG file declaration from the top level
scope (filel.svg) applies to it. The mapping for the SVG element with id b is declared in the same
scope, but has a local SVG file declaration (file2.svg). The local SVG file declaration (file2.svg)
overrides the SVG file declaration from the top level scope (filel.svqg).

Group g also has an SVG file declaration (file3.svg). This overrides the SVG file declaration from the
top level scope (filel.svg). The SVG file declaration from group g (file3.svg) thus applies to the
mappings for ids e and g, as they are declared in the same scope, and don’t have local SVG file
declarations. The mapping for SVG element id i has a local SVG file declaration (file4.svg), and as
such the SVG file declaration from group g (file3.svg) does not apply to it.

The SVG file declaration (file5.svg) from group g.h does not apply to any mappings. The image is
connected to the model, but its is not updated based on the state of the model.

Group g.1 does not have an SVG file declaration, so the SVG file declaration (file3.svg) from group
g (the parent scope of group g.1) applies to the mapping for SVG element id k.

See also the Push SVG file declarations into other CIF/SVG declarations CIF to CIF transformation.



Completeness and uniqueness

Every CIF/SVG declaration that is not itself an SVG file declaration, requires an SVG file declaration,
in its scope, in one of its ancestor scopes, or locally in that CIF/SVG declaration itself.

In each scope, there may be at most one SVG file declaration.

In every scope (or component), in principle at most one SVG file declaration may be specified. The
exception is that for a single scope, specified in multiple CIF files (when imports are used), if the
SVG file declarations refer to the same image file, they are merged. If however the two CIF files
refer to different image files, this is still considered an error. It is also considered an error if two
SVG file declarations are present in a single scope, in a single file, regardless of whether they refer
to the same image file or not. In the end, after processing imports, for every scope there must be a
unique SVG file declaration, if one is declared at all.

If the same SVG image file is specified multiple times, in different SVG file declarations, the
corresponding image is connected to the model only once. For instance, consider the following CIF
specification:

svgout id "..." attr "..." value 5 file "some_file.svg";

svgout id "..." attr "..." value 6 file "some_file.svg";

Even though both output mappings specify an SVG file locally, they use the same file. The SVG
image will thus be connected to the model only once, and both mappings apply to the same image.

CIF/SVG copy declarations

A CIF/SVG copy declaration can be used to create copies of existing graphical elements of an SVG
image. This page explains the technical details of such copy declarations. For concrete examples,
see the lamps example or the buffers/products example.

Example

Consider the following SVG file:

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rqg/2000/svg"
width="250" height="250" id="root" version="1.1">
<rect style="fill:red;" id="rect" width="100" height="100" x="20" y="20"/>
<g id="grp">
<rect style="fill:green;" id="rect2" width="100" height="100" x="50" y="50"/>
</g>
<rect style="fill:blue;" id="rect3" width="100" height="100" x="80" y="80"/>
</svg>



It features three rectangles, with ids rect, rect2, and rect3, each with the same size. They have
different fill colors and positions. The second rectangle is enclosed in a group with id grp. Also
consider the following CIF file:

svgfile "svgcopy.svg";
svgcopy id "rect" pre "a";
svgcopy id "grp" post "b";

svgcopy id "rect3" pre "_" post "x";

The effect of the copy declarations on the SVG image is:

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="250" height="250" id="root" version="1.1">
<rect style="fill:red;" id="arect" width="100" height="100" x="20" y="20"/>
<rect style="fill:red;" id="rect" width="100" height="100" x="20" y="20"/>

<g id="grpb">

<rect style="fill:green;" id="rect2b" width="100" height="100" x="50" y="50"/>
</g>
<g id="grp">

<rect style="fill:green;" id="rect2" width="100" height="100" x="50" y="50"/>
</g>

<rect style="fill:blue;" id="_rect3x" width="100" height="100" x="80" y="80"/>
<rect style="fill:blue;" id="rect3" width="100" height="100" x="80" y="80"/>
</svg>

Syntax

The general syntax of CIF/SVG copy declarations is:

svgcopy id <orig-elem-id> pre <prefix>;
svgcopy id <orig-elem-id> post <postfix>;

svgcopy id <orig-elem-id> pre <prefix> post <postfix>;

svgcopy id <orig-elem-id> pre <prefix> file "...";

The svgcopy keyword is followed by a specification of an SVG element id. Every copy declaration
must specify the id of an SVG element, and an SVG element with that id must exist in the original
SVG image, or must exist after applying one of the other copy declarations of the same CIF
specification. The id indicates the element that is to be copied.



The prefix and postfix are both optional, but at least one of them must be specified. The prefix and
postfix are used to generate unique ids for the copied elements. The prefix (if any) is prepended to
the ids of the copied elements, while the postfix (if any) is appended to the ids of the copied
elements. Prefixes (if specified) must be valid SVG name prefixes, which means they must be valid
SVG names, just as SVG element ids. Similarly, postfixes (if specified) must be valid SVG name
postfixes, which means they must be valid SVG names, but may start with dashes (-), dots (.), and
numbers (@ to 9). Similar to ids, expressions may be used for both prefixes and postfixes, as long as
they resultin a string typed value when they’re evaluated.

If we look at the rectangles example above, we see that the rect element is copied, and that the id of
the copied element is prefixed with a, resulting in arect as id of the copy. Similarly, rect3 is prefixed
with _ and postfixed with x resulting in _rect3x as id of the copy.

The grp element is copied as well, with a b postfix. This results in a copied group with grpb as its id.
Group grp also contains the rectangle with id rect2. When an element is copied, all its contents are
copied as well. That is, the copy is recursive. This means that the rect2 element is copied as well,
and that copy is also given a b postfix, resulting in rect2b as its id.

In the syntax examples above, we see that it is also allowed to declare a local SVG file declaration,
that only applies to that specific copy declaration.

Placement

The copies are added to the SVG image, as siblings of their originals. That is, the copies are added
just before their originals. In the rectangles example above, this means that the arect copy is added
just before the rect original, and the grpb copy is added just before the grp original.

The order of the rect, rect2, and rect3 rectangles is important, in that it determines their rendering
order. Elements that are listed first, get rendered or painted first. Subsequent elements are painted
on top of previously painted elements. Thus, the red rect rectangle is painted first, and is partially
covered by the green rect? rectangle, which is painted second and is partially covered by the blue
rect3 rectangle, which is painted third.

By including copies near their originals (as siblings), the copies get a similar rendering order.

It is not allowed to copy the root element (the element with id root in the rectangles example
above), as that would result in two root elements, which is not allowed by the SVG standard.

Uniqueness

All copied elements (the element that is copied, its children, the children of its children, etc) have
their ids pre- and postfixed to create their new ids. These ids must be unique in the SVG image. That
is, the new ids must not yet exist in the original SVG image, or have been used for previously copied
elements. The unique ids are required to ensure that we can still uniquely identify all elements by
their ids, and we can thus use the ids to uniquely indicate to which elements other CIF/SVG
declarations apply.



Consider once again the rectangles example above:

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="250" height="250" id="root" version="1.1">
<rect style="fill:red;" id="rect" width="100" height="100" x="20" y="20"/>
<g id="grp">
<rect style="fill:green;" id="rect2" width="100" height="100" x="50" y="50"/>
</g>
<rect style="fill:blue;" id="rect3" width="100" height="100" x="80" y="80"/>
</svg>

We add the following copy declaration:

svgcopy id "rect" post "2";

This would result in the rect element being copied, and the copy being given a rect2 id. However,
there is already an element with that id. As such, the copy declaration is illegal.

At least a prefix or a postfix is required for every copy declaration, as otherwise the new ids would
be identical to the original ids.

Overlap

Consider the following SVG file:

<?xml version="1.0" encoding="UTF-8" standalone="no"7?>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="250" height="250" id="root" version="1.1">
<g id="g">
<rect style="fill:green;" id="r" width="100" height="100" x="50" y="50"/>
</g>
</svg>

We use the following copy declarations:

svgcopy id "g" post "a";
svgcopy id "r" post "b";

Both the g element and the r element are copied. However, the r element is a part of the g element.
Therefore, the r element is copied twice, once for the copy of that element itself, and once for the
copy of its parent (g). This leads to the following SVG image:



<?xml version="1.0" encoding="UTF-8" standalone="no"7?>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rg/2000/svg"
width="250" height="250" id="root" version="1.1">
<g id="ga">
<rect style="fill:green;" id="ra" width="100" height="100" x="50" y="50"/>
</g>
<g id="g">
<rect style="fill:green;" id="rb" width="100" height="100" x="50" y="50"/>
<rect style="fill:green;" id="r" width="100" height="100" x="50" y="50"/>
</g>
</svg>

However, if we switch the order of the copies, we get:

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="250" height="250" id="root" version="1.1">
<g id="ga">
<rect style="fill:green;" id="rba" width="100" height="100" x="50" y="50"/>
<rect style="fill:green;" id="ra" width="100" height="100" x="50" y="50"/>
</g>
<g id="g">
<rect style="fill:green;" id="rb" width="100" height="100" x="50" y="50"/>
<rect style="fill:green;" id="r" width="100" height="100" x="50" y="50"/>
</g>
</svg>

Copying an element twice by copying the element itself (e.g. g), but also copying an element that it
contains (e.g. r) is not recommended. As seen above, the outcome depends on the order, and can be
very confusing. CIF gives a warning in case such overlapping copies are used. Generally, instead of
copying the element twice, what is really wanted, is to copy the copied element. This can be done as

follows:

svgcopy id "g" post "a";
svgcopy id "ra" post "b";

And this results in the following SVG file:

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rqg/2000/svg"
width="250" height="250" id="root" version="1.1">
<g id="ga">
<rect style="fill:green;" id="rab" width="100" height="100" x="50" y="50"/>



<rect style="fill:green;" id="ra" width="100" height="100" x="50" y="50"/>
</g>

<g id="g">
<rect style="fill:green;" id="r" width="100" height="100" x="50" y="50"/>
</g>
</svg>

See the buffers/products example for a more concrete example of the usefulness of copying copied
elements.

Not that overlap is only detected for copying an element and an element that it contains. Copying
the same element multiple times is perfectly valid and useful, and does not result in warnings.

Application

Copy declarations are only applied once, before any CIF/SVG move declarations and CIF/SVG output
mappings.

CIF/SVG move declarations

A CIF/SVG move declaration can be used to move parts of an SVG image to a certain position,
regardless of transformations applied to the elements that are moved, or any surrounding groups
and layers, etc. This page explains the technical details of such move declarations. For a concrete
example, see the lamps example.

Example

Consider the following SVG file:

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="400" height="400" id="root" version="1.1">
<g id="grp1">
<rect style="fill:green;" id="rect1" width="20" height="20" x="5" y="10"
transform="translate(15, 20)"/>
</g>
<g id="grp2" transform="scale(5, 2)">
<rect style="fill:blue;" id="rect2" width="20" height="20" x="5" y="10"
transform="translate(15, 20)"/>
</g>
</svg>



It features a group grp1, with a green rectangle rect1. It is 20 by 20 pixels in size. Its position is 20
pixels from the left (x is 5, but the horizontal translation is 15 pixels) and 30 pixels from the top (y is
10, but the vertical translation is 20 pixels).

Group grp2 and rectangle rect2 are similar. Rectangle rect? is blue, and group grp2 is scaled 5 times
horizontally, and 2 times vertically. This means that rectangle rect2 is 100 by 40 pixels in size (5
times 20, and 2 times 20). It also means that the position of rect2 is 100 pixels from the left (5 times
20) and 60 pixels from the top (2 times 30).

Also consider the following CIF file:

svgfile "svgmove.svg";

svgmove id "rect1" to 10, 10;
svgmove id "rect2" to 10, 50;

The upper left corner of the bounding box of rectangle rect1 is moved to 10 pixels from the left
side, and 10 pixels from the top. The upper left corner of the bounding box of rectangle rect? is
moved to 10 pixels from the left side, and 50 pixels from the top. The effect of the move declarations
on the SVG image is:

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<svg xmlns="http://www.w3.0rg/2000/svg"
xmlns:svg="http://www.w3.0rq/2000/svg"
width="400" height="400" id="root" version="1.1">
<g id="grp1">
<rect style="fill:green;" id="rect1" width="20" height="20" x="5" y="10"
transform="translate(15, 20) translate(-10.000000,-20.000000)"/>
</g>
<g id="grp2" transform="scale(5, 2)">
<rect style="fill:blue;" id="rect2" width="20" height="20" x="5" y="10"
transform="translate(15, 20) translate(-18.000000,-5.000000)"/>
</g>
</svg>

Note the translations that have been added to the transform attributes of the rectangles. The




additional translation for rectangle rect? is -10 in the x direction and -20 in the y direction, as the
rectangle has been moved from position (20, 30) to position (10, 10).

Rectangle rect2 has been moved from position (100, 60) to position (10, 50). You might have
expected a horizontal translation of -90 and a vertical translation of -10. However, its added
translation is for -18 pixels horizontally, and -5 pixels vertically. This is because the scaling applies
to this translation as well, and 5 * 18 =90, and 2 * 5 = 10.

The scaling of the surrounding group complicates the calculations for the transformations of its
children (rect? in this case). Moving elements to certain positions becomes more and more
complicated when the elements themselves have transformations, their parents have
transformations, the parents of their parents have transformations, etc. This especially holds for
non-translation transformations, such as scale, rotate, etc. The CIF/SVG move declarations make
moving easy, by allowing you to specify the target position, regardless of the existence of such
transformations.

Syntax

The general syntax of CIF/SVG move declarations is:

svgmove id <id> to <x>, <y>;

svgmove id <id> to <x>, <y> file "...";

The svgmove keyword is followed by a specification of an SVG element id. Every move declaration
must specify the id of an SVG element, and an SVG element with that id must exist in the SVG image.
The id indicates the element that is to be moved.

The x and y target coordinates are both mandatory, and indicate the coordinates of the upper left
corner of the bounding box of element that is being moved, relative to the upper left corner of the
canvas, after the move is completed. Similar to ids, expressions may be used for both the x and y
coordinates, as long as they result in a int or real typed value when they’re evaluated. That is, the x
and y coordinates must be numeric.

In the syntax examples above, we see that it is also allowed to declare a local SVG file declaration,
that only applies to that specific move declaration.

Moving graphical elements

In order for an element to be moved, it must have a graphical representation. Elements that have a
graphical representation include rectangles, paths, text labels, groups, etc. However, certain
elements don’t have a graphical representation, and thus can not be moved. An example of
elements that can not be moved are the tspan sub-elements of text elements. The tspan sub-
elements don’t have graphical representations of their own, they are part of the text labels, and
only the text elements have graphical representations.



Conflicting transformations

The SVG standard allows for powerful transformations, including the scale and matrix
transformations. Now assume we use a scale(@, 0) transformation. Then all coordinates are
multiplied by zero, always resulting in zero. As such, the entire image is scaled into zero by zero
pixels. In such cases, there is no translation that can be added to an element, that after application
of the scaling transformation, moves it to a certain position. Thus, if such conflicting
transformations are present, the move can not be accomplished, and the CIF/SVG move declaration
is considered illegal. It should be noted however, that such conflicting transformations are rare,
and usually indicate an error has been made in those transformations.

Application

Move declarations are only applied once, after any CIF/SVG move declarations and before any
CIF/SVG output mappings.

CIF/SVG output mappings

For each update of a single attribute of an element in the SVG image, an output mapping is needed.
An output mapping essentially defines a connection between the CIF specification and the SVG
image, for updating that specific attribute of that specific element.

A simple output mapping

Assume we have the following CIF specification:

cont pos der 1.0;

Where variable pos is the position of some object, say a box. Then the following output mapping:

svgout id "box" attr "x" value pos;

Keeps the value of the x attribute of the SVG element with id box equal to the value of continuous
variable pos.

Syntax

The general syntax of CIF/SVG output mappings is:

svgout id <id> attr <attr> value <value>;
svgout id <id> attr <attr> value <value> file <file>;
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svgout id <id> text value <value>;
svgout id <id> text value <value> file <file>;

The svgout keyword is followed by a specification of an SVG element id. Every output mapping must
specify the id of an SVG element, and an SVG element with that id must exist in the SVG image. The
id indicates the element for which an attribute or text is to be updated.

The id is followed by a specification of what part of the SVG element is to updated. That is, either an
attribute or text (label) is updated.

After that, the value of the attribute or text (1abel) is specified.

In the syntax examples above, we see that it is also allowed to declare an optional local SVG file
declaration, that only applies to that specific output declaration.

SVG element id

Every output mapping needs to specify the id of the SVG element to update. The id is checked, to
make sure an SVG element with that id actually exists in the SVG image.

Only valid SVG names may be used as ids. Valid SVG names start with a letter (a to z, A to Z), an
underscore (_), or a colon (:), and may be followed by more of the same characters, as well as
dashes (-), dots (.), and numbers (0 to 9).

Ids must be put between double quotes. For instance, to use some-name as id, it must be written as
"some-name".

Instead of using a hard coded SVG element id, it is also allowed to use an expression that when
evaluated results in the SVG element id. Such an expression must evaluate to a string typed value,
and must be statically evaluable (must for example not refer to variables that can change based on
the model’s state). For instance:

// Hard coded SVG element id.
svgout id "box" attr "width" value ...;

// Computed SVG element id.
const string ¢ = "bo";
svgout id ¢ + "x" attr "width" value ...;

The first output mapping applies to the SVG element with the id box. The box id is hard coded into
the output mapping. The second output mapping uses the expression ¢ + "x" to specify the SVG
element id. Once the expression is evaluated (its value is computed), this results in the string typed
value "box". As such, the second mapping applies to the SVG element with id box as well.

The expressions may also refer to for instance algebraic parameters of automaton definitions. Since
different values can be given to the parameters for each instantiation, this allows the SVG element
id to vary for the different instantiations of the automaton definition. This particular usage allows



for reuse and scalable solutions. The lamps example and workstation example are good examples
of this usage. This usage is often combined with CIF/SVG copy declarations and CIF/SVG move
declarations.

SVG attribute name

Every output mapping needs to specify the name of the attribute of the SVG element to update (or
text, see the Text labels section). Similarly to specifying ids, attribute names must be valid SVG
names. They also need to be put between double quotes. Unlike SVG element ids, it is not possible to
use expressions to specify attribute names. That is, only hard coded names can be used to specify
attribute names.

It is not allowed to change the ids of SVG elements, as it could lead to duplicate or missing ids. As
such, output mappings for the id attribute (in any casing) are explicitly not supported. Similarly,
changing the style attribute (in any casing) using an output mapping is explicitly not supported, to
avoid conflicting style changes. See also the SVG presentation attributes vs CSS style attributes
section for more information about the style attribute.

The supported attributes for an SVG element depend on what kind of element it is. For instance, a
rect element can have an x and y position, a width and height, a fill color, etc. A g element (a
group) however, does not support those position attributes. It is beyond the scope of this document
to go into more detail. The CIF type checker however, will warn about using attribute names that
are not supported according to the SVG standard (to catch simple spelling mistakes), and specifying
attributes on elements that don’t support them. Consult the official SVG specification for further
details. Also, the CIF tutorial SVG visualization examples showcase several commonly used
attributes.

SVG presentation attributes vs CSS style attributes

SVG uses two kinds of attributes: SVG presentation attributes, and CSS style attributes. For instance,
in the following partial SVG image:

<rect fill="red" id="rect1" width="25" height="25" x="65" y="5"/>
<rect style="fill:red;" id="rect2" width="25" height="25" x="15" y="5"/>

Rectangle rect1 uses the SVG presentation attribute fill to specify the fill color the rectangle.
Rectangle rect2 uses the CSS style attribute fill to specify the fill color the rectangle. The SVG
presentation attributes are all direct attributes of the SVG element. CSS style attributes on the other
hand, are always part of the SVG presentation attribute style.

CSS stands for Cascading Style Sheets, and it is a style sheet language used for describing the look
and formatting of a document. It’s best known for its use in styling web pages written in HTML.
Like SVG, CSS is an international standard developed and maintained by the World Wide Web
Consortium (W3C). SVG reuses the CSS standard for its CSS style attributes. The most commonly
used attributes for certain elements are also available in the SVG standard as SVG presentation
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attributes. Furthermore, SVG adds additional presentation attributes not found in CSS.

If an attribute is specified on an element using both an SVG presentation attribute, and a CSS style
attribute, the CSS style attribute usually takes precedence. The output mappings handle all of this
automatically and transparently. That is, you just specify the attribute name in the header of the
output mapping, and automatically the proper attribute is updated, regardless of whether it is an
SVG presentation attribute, or a CSS style attribute. It is explicitly not supported to change the style
attribute directly (using an output mapping), in order to avoid conflicting style changes when other
output mappings update CSS style attributes that are part of that same style SVG presentation
attribute.

Text labels

Changing the text of text labels is a special case, as text is not stored in attributes. Consider the
following partial SVG image, which contains a text label (created using Inkscape, and with some of
the irrelevant details omitted):

<text x="5" y="5" id="text1" style="font-size:16px;">
<tspan x="5" y="5" id="tspan2">
The actual text.
</tspan>
</text>

Here we see a text element with id text1, which contains a tspan element with id tspan2. The tspan
element contains some text. To change the text of this text label, use one of the following mappings:

svgout id "text1" text value ...;

svgout id "tspan2" text value ...;

Here, instead of the attr keyword followed by the name of the attribute, we simply specify the text
keyword. We can either use the id of the text element, or the id of the tspan element. More
precisely, we can use the id of an element that contains text (such as the tspan element in our
example), or an element (such as the text element in our example) that has a single child, which
contains text, or an element that has a single child, which has an single child, which contains text,
etc.

In practice, it is usually the easiest to use the Object Properties panel of Inkscape, to get the
properties of the text label. The ID that is then shown, is the id of the text element.

Output mapping value

In order for an output mapping to be able to update attributes or text labels, it needs a value. The
simple output mapping example already showed how a value can be specified. This section further



explains the details of the specification of such values.

The value keyword is followed by an expression. This expression may for instance be a literal value,
such as 1, true, 1.0, "some text",or [1, 2]. Atfirst, it might not seem useful to use a literal as a value
for an output mapping, since the mapping will then produce the same value every time it is applied.
However, the rate example shows why this can in fact be very useful.

The expressions however, may also contain references to variables (discrete, input, continuous, or
algebraic), functions, constants, locations, etc. For instance, we could use the value of a continuous
variable and multiply it by two, by using x * 2 as expression, assuming that the continuous variable
is named x. Since we may refer to the state of the CIF specification, the value of the expression can
change at runtime, resulting in different values being mapped to the image.

The expressions can also include if expressions and switch expressions, which are particularly
powerful in this context. Using these expressions, a different value can be used for several different
conditions. See the sun/moon example and the workstation example for an example of using these
expressions in an output mapping.

Quoting and escaping

The value expression of an output mapping may be of any type. The result of evaluating the
expression is converted to a textual representation that closely resembles the textual syntax of CIF,
before using it to set the value of an attribute, or the text of a text label. For string literals this
means that the text is escaped, and double quotes are added. If however the result of the expression
is a string typed value, then that string is used 'as is' (without quoting, and without escaping). Thus,
consider the following examples:

svgout id "..." attr "..." value ["a\"b"];
svgout id "..." attr "..." value "a\"b";

The value of the first output mapping is a list that contains a single string value, while the value of
the second output mapping is a string value directly. This results in the following texts being used
as values of the attributes:

["a\"b"]
a"b

That is, in general string values are quoted and escaped, as is the case for the first example, where

the result is a list. However, if the entire result is a string, as is the case with the second example,
the string value is used 'as is', without quoting and without escaping.

Whitespace handling

If the textual result of an output mapping contains a new line character (for instance due to



including \n in a string literal or format pattern), the new line character is ignored by SVG.
Furthermore, tabs (\t) are replaced by a single space character. Finally, by default consecutive
spaces (including tabs) are merged together into a single space, and spaces at the beginning and
end of the output of a mapping are discarded by SVG.

This essentially renders \n and \t useless, as the first is ignored, and for the second spaces can be
used instead.

This also means that it is not possible to set multiple lines of text using a single output mapping.
This is a fundamental restriction of SVG, not of CIF/SVG output mappings. In order to set multiple
lines of text, multiple output mappings are needed, where each mapping sets a different text label
(a different line).

Note that if you enter multiple lines of text in Inkscape, this results in a single text element, with
multiple tspan child elements. The actual text of such tspan elements can then be updated using an
output mapping for each tspan element. The benefit over multiple text labels (multiple text
elements with a single tspan child element each) is that the one text element can be moved, making
all the tspan child elements automatically move with it. That is, the lines of text are kept together by
Inkscape.

Uniqueness of output mappings

All output mappings must be unique, per SVG image. That is, no two mappings may use the exact
same SVG element id and attribute name. Similarly, no two mappings may update the same text.
That is, for the example above, it is not allowed to specify two mappings for the text of the SVG
element with id text1. However, since both elements text1 and tspan1 have the same text, it is also
not allowed to specify output mappings for the text of those two elements.

Application

SVG output mappings are only applied after any CIF/SVG copy declarations and CIF/SVG move
declarations have already been applied. The output mappings are applied for the initial state, as
well as subsequent states that are reached.

CIF/SVG input mappings

CIF/SVG input mappings allow for interaction with SVG images. The input mappings allow for
interaction, by clicking on elements of an SVG image, which then affect the behavior of the
specification. See the CIF tutorial lesson on SVG interaction to better understand this interactivity.

Concretely, a CIF/SVG input mapping is a CIF/SVG declaration that couples an id of an SVG element
to an event or one or more updates in the CIF specification.

Interactive elements

Every input mapping must specify the id of an SVG element, and an SVG element with that id must
exist in the SVG image. Specifying an input mapping for an SVG element turns that SVG element
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into an interactive SVG element. The SVG input mapping then determines what happens when such
an interactive element is clicked. There are two types of interactions: enabling an event and
executing some updates.

Note that it is also possible to make a group of SVG elements (an svg:g element) an interactive
element. By doing so, all the elements that are part of the group together become one single
interactive element.

One practical example where this is very useful, is for buttons with a text label. In SVG, this
requires the use of a rectangle and a text label. By grouping the rectangle and text label together
together in an SVG group, and adding an input mapping to that group, the rectangle and label can
both be clicked. Clicking on either of them results in the corresponding input mapping being
applied.

It is strongly recommended not to make a child (or descendant in general) of an interactive SVG
element interactive as well.

Single event input mapping

The simplest form of an SVG input mapping maps to a single event. It has the following syntax:

svgin id <id> event <event>;
svgin id <id> event <event> file <file>;

The svgin keyword is followed by a specification of an SVG element id.

The id is followed by a reference to an event in the specification. This event is disabled until the
interactive element, the one with the given id, is clicked. Clicking the interactive element enables
the event such that at most one transition may be taken for it. After taking the transition, the event
is again disabled until the element is clicked once more. If after clicking the element the event is not
enabled in the current state of the model, for instance because an automaton in the model can’t
synchronize on it, the click is ignored.

It is also allowed to declare an optional local SVG file declaration, that only applies to that specific
input declaration.

if event input mapping

An if event input mapping is similar to a single event input mapping, but allows to map to different
events depending on the state of the model. Its syntax is as follows:

svgin id <id> event if <expr>: <event> else <event> end;
svgin id <id> event if <expr>: <event> elif <expr>: <event> ... else <event> end;
svgin id <id> event if <expr>: <event> elif <expr>: <event> ... end;



svgin id <id> event if <expr>: <event> else <event> end file <file>;

svgin id <id> event if <expr>: <event> elif <expr>: <event> ... else <event> end file
<file>;
svgin id <id> event if <expr>: <event> elif <expr>: <event> ... end file <file>;

An if event input mapping essentially has an if expression that results in an event rather than a
value. The conditions (<expr>) are guard expressions that evaluate to a boolean value. The guard
expressions may be arbitrary expressions, similar to the use of expressions for values in output
mappings.

If a condition holds, the corresponding event is chosen by the mapping. The entries are processed
in the order they are specified: if the first guard (of the if) holds, the first event is chosen, otherwise
if the second guard (of an elif) holds, the second event is chosen, etc. The if part is mandatory for
an if event input mapping, but the elif parts are optional. If it has elif parts, it may have as many
of them as necessary.

The last part of the if is allowed to be an else, to indicate that if none of the previous guards hold,
the event of the else is to be chosen. Using an else entry is optional, but if used, there may only be
one such entry, and it must be the last entry of the input mapping.

An if input mapping must be complete. If such a mapping has an else, it is always complete. If it
doesn’t have an else, at least one of its if or elif guards must hold. If none of the guards hold, the
mapping results in a runtime error.

The event that is chosen by the mapping becomes enabled, and at most one transitions may be
taken for it, like for single event input mappings.

It is also allowed to declare an optional local SVG file declaration, that only applies to that specific
input declaration.

Update input mapping

With SVG input mappings it is also possible to update the values of input variables:

svgin id <id> do <updates>;
svgin id <id> do <updates> file <file>;

Compared to a single event input mapping or if event input mapping, no event is specified. Instead,
updates can be specified, like on edges. Clicking on the interactive SVG element then leads to the
updates being executed, rather than an event of the model being enabled.

It is also allowed to declare an optional local SVG file declaration, that only applies to that specific
input declaration.

Be aware that the initial value of an input variable cannot be set in the specification. Instead, CIF
tools like the CIF simulator allow to set the initial value via an option.



Uniqueness

Similar to output mappings, all input mappings must be unique, per SVG image. That is, no two
input mappings for the same SVG image may use the same SVG element id.

Note that it is allowed to have an input mapping and an output mapping (or even multiple output
mappings) for the same SVG element. It is also allowed for multiple SVG input mappings to enable
the same event, or update the same input variables.

3.3. Text

3.3.1. Print declarations

CIF supports custom textual output from CIF models by means of print output. See the CIF language
tutorial for an introduction and examples. Here we discuss the details.

The core concept of print output is the print declaration. The print declarations allow specifying
what to print. They also optionally allow specifying when to print it, how to print it, and to where to
print it.

Transition centric view

Unlike many programming languages that have print statements, CIF has print declarations. Print
declarations are declarative, rather than imperative. Print declarations center on transitions. The
following is a schematic overview of a transition:

pre/source post/target

transition

The transition is graphically depicted as an arrow, with a label. The label denotes the event that
occurred, or time for time transitions. Every transition has a pre or source state, and a post or target
state. The states are graphically depicted as circles, with a name above them. These names are only
used so that they can be referred to from the text.

The figure thus contains the transition and its immediate environment (its source and target states).
Print declarations allow specifying what, how, and when to print, for transitions. Since the
transition is the central part, we call this the transition centric view.

Extended trace

Conceptually, simulations and executions result in traces. A trace consists of the states that are


https://en.wikipedia.org/wiki/Declarative_programming
https://en.wikipedia.org/wiki/Imperative_programming

encountered and the transitions that are taken, during the simulation or execution. For instance,
consider the following CIF specification:

automaton buffer:
event add, remove;
disc int cnt = 5;

location:
initial;
edge add when cnt < 10 do cnt := cnt + 1;
edge remove when cnt > @ do cnt := cnt - 1;

end

The buffer initially contains five items (cnt = 5). As long as there is room in the buffer (cnt < 10), an
item can be added (event add) to the buffer. As long as the buffer is not empty (cnt > 0), an item can
be removed (event remove) from the buffer. The following is a potential simulation trace:

S1 S2 S3 S4
e add e add remove

In the initial state (S1), variable cnt has value 5. An item is then added (transition for the event add),
resulting in a new state (S2), where cnt has value 6. After that, another item is added, leading to
state S3, where cnt has value 7. Finally, an item is removed by means of a transition for event
remove, leading to state S4, where cnt has value 6 again.

As can be seen in the figure, the initial state (S1) has no incoming transition. Furthermore, the
last/final state (S4) has no outgoing transition. As we’ll see later, that poses some difficulties in
applying the transition centric view. To get around these limitations, the trace is extended as
follows:

50 (= 51) 51 52 53 54 S5 (= 54)
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A transition with the initial label is added before the initial state, and a transition with the final
label is added after the final state. This ensures that all states have an incoming and outgoing
transition. These two added transitions are virtual, they don’t actually exist. They are added only
for the benefit of print output. That is, they don’t affect the behavior of the model, and are thus not
part of the 'real’ trace.

The added 'initial' virtual transition has no source state, and the added 'final' virtual transition has
no target state. Since in the transition centric view every transition should have a source and a
target state, we add the initial state (S1) as source state (S0) for the 'initial' transition, and the final
state (S4) as target state (S5) for the 'final' transition. This way, every transition (Whether virtual or
real) has a source and target state, and fits the transition centric view. For the 'initial' and 'final'



virtual transitions, the source and target states are thus the same (S0 = S1, S4 = S5).

The trace with added virtual 'initial' and 'final' transitions, and with the duplicates (S0 and S5) of
the source and final states, is called the extended trace.

Specifying the text to print

Every print declaration must specify what to print, using CIF expressions. These CIF expressions
can for instance refer to variables from the CIF model. Since variables can change values, it is
important to know in which state the expression is evaluated. In the transition centric view, we
have two states to choose from, the pre/source state and the post/target state. The following variants
are supported to specify what to print:

print EXPR;

print pre EXPR;

print post EXPR;

print pre EXPR post EXPR;

The first variant has only one expression, which is printed in the post/target state. The third variant
is identical, but explicitly indicates that the post/target state is used. The second variant also has a
single expression, but is evaluated in the pre/source state. The fourth variant has two expression,
one of which is evaluated in the pre/source state, and one of which is evaluated in the post/target
state. The first three variants only print one piece of text per transition, while the fourth variant
prints two pieces of text per transition.

Consider the following examples:

print "a";
print pre x post x;

The first example prints a after each transition. The second example prints the value of variable x
as it was before the transition, as well as the value of variable x as it is after the transition, for each
transition.

Quoting and escaping

The expressions that indicate what text to print may be of any type, and the result of evaluating the
expression is converted to a textual representation that closely resembles the textual syntax of CIF.
For string literals this means that the text is escaped, and double quotes are added. If however the
result of the expression is a string typed value, then that string is used 'as is' (without quoting, and
without escaping). Thus, consider the following example:

print ["a\"b"];



print Ila\llbll;

The first print declaration prints a list that contains a single string value, while the second print
declaration prints the single string value directly. This results in the following printed output:

["a\"b"]
a"b

That is, in general string values are quoted and escaped, as is the case for the first example, where
the result is a list. However, if the entire result is a string, as is the case with the second example,
the string value is used 'as is', without quoting and without escaping.

Transition filtering

It is possible to filter the transitions to which print declarations apply, by looking at the kind of the
transitions (their labels). The following transition filters are available:

Filter Matches Does not match
event All event transitions, All time and virtual transitions.
including those for the tau
event.
time All time transitions. All event and virtual transitions.
e All transitions for event e. All time and virtual transitions, as well as all transitions

for 'other’ events (including those for the tau event).

initial The single virtual initial All event and time transitions, as well as the single
transition. virtual final transition.

final The single virtual final All event and time transitions, as well as the single
transition. virtual initial transition.

Transition filters may be combined, leading to a combined transition filter that matches if any of
the individual transition filters matches. The individual filters must be separated by commas.

Transition filtering is optional. If no transition filter is supplied, the default transition filter is used,
which is initial, event, time. That is, by default output is printed for all transitions, except for the
final virtual transition.

Consider the following examples:

print EXPR for e;

print EXPR for time, event;

print EXPR for initial, final;

print EXPR for machinel.start, machine2.start;
print EXPR;



The first example prints only for transitions for event e. That is, time transitions and virtual
transitions, as well as transitions for all other events, are filtered out. The second example prints
only for event and time transitions, and thus filters out the virtual transitions. The third example
prints only for the virtual transitions, and thus filters out all 'real' transitions (the event and time
transitions). The fourth example prints only for transitions for the start events declared in machine
and machine2 (which could for instance be automata), and filters out time transitions, virtual
transitions, and transitions for all other events. The fifth example does not specify a filter, and thus
prints for the initial virtual transition, as well as all event and time transitions, but excludes the
final virtual transition.

State filtering

It is possible to filter the transitions to which print declarations apply, by looking at the pre/source
and post/target states of the transitions. The following variants are supported for state filtering:

print EXPR when PRED;

print EXPR when pre PRED;

print EXPR when post PRED;

print EXPR when pre PRED post PRED;

The first variant has only one predicate, which is evaluated in the post/target state. The third
variant is identical, but explicitly indicates that the post/target state is used. For both these variants,
text is only printed if the post/target state satisfies the given predicate. That is, if the predicate
evaluated in the post/target state of the transition results in value true, text may be printed.
Otherwise, no text is printed for that transition.

The second variant also has a single predicate, but is evaluated in the pre/source state. Text is thus
only printed if the pre/source state satisfies the given predicate.

The fourth variant has two predicates, one of which is evaluated in the pre/source state, and one of
which is evaluated in the post/target state. Text is only printed if the pre/source state satisfies the
first predicate, and the post/target state satisfies the second predicate. If either of the states does not
satisfy its corresponding predicate, no text is printed for that transition.

Consider the following examples:

print "a";

print "b" when aut.loc;

print "c" when pre aut.loc;

print "d" when pre x mod 2 = @ post x mod 2 = 1;

The first example prints a after each transition, and does not restrict the pre/source or post/target
states. The second example only prints b for transitions that end in location loc of automaton aut.
The third example only prints ¢ for transitions that start in location loc of automaton aut. The
fourth example only prints d for transitions where the value of variable x is even before the
transition, and odd after the transition.



State filtering is thus optional. If no pre/source state predicate is specified, the default is true.
Similarly, if no post/target state predicate is specified, the default is true as well.

Combining filters

The transition and state filters are all optional. If however both a transition filter and a state filter
are specified, they must both match in order for text to be printed. Consider the following
examples:

print time for time when time > 3;
print x for e when pre x < 3 post x > 5;
print pre y post y when pre y = 5;

For the first example, the value of variable time is printed after time transitions, if after those time
transitions the value of variable time is strictly larger than three. For the second example, the value
of variable x is printed after transitions for event e if before such transitions the value of variable x
is strictly less than three, and after such transitions the value of variable x is strictly larger than 5.
For the third example, the value of variable y is printed twice for all 'default’ transitions, once in the
pre/source state, and once in the post/target state, but only if the value of variable y before the
transition is exactly five. So if the condition over the pre/source state does not hold, the value of
variable y is not printed, not for the pre/source state, and also not for the post/target state.

Output file/target

By default text is printed to the console, to the standard output stream, usually called 'stdout'. It is
however possible to explicitly specify the file or special target to which the output is to be printed.
Consider the following examples:

print ... file "txt_files/some_file.txt";
print ... file "../files/some_file.txt";

For the first print declaration, the text is printed to a file named some_file.txt in the txt_files
directory, where the txt_files directory is located in the same directory as the CIF file. For the
second print declaration, the text is printed to a file named some_file.txt in the files directory,
where the files directory is located in the parent directory of the directory that contains the CIF
file.

Files and directories are separated using slashes (/), regardless of the used operating system. It is
also allowed to use backslashes (\), which are more common on Microsoft Windows operating
systems, but they need to be escaped as \\ for this to work, making it easier to use slashes (/)
instead.

The following special non-file targets are supported:
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» ":stdout": prints to the standard output stream. In the Eclipse ESCET IDE, the text ends up on
the console, as black text.

o ":stderr": prints to the standard error stream. In the Eclipse ESCET IDE, the text ends up on the
console, as red text.

Besides these local file indications, CIF also supports global print file declarations, which influence
the default, in case no local file or special target is specified.

Scoping

Print declarations can be specified in all components. That is, they can be specified in the top level
scope of the specification, in groups and group definitions, as well as in automata and automaton
definitions.

3.3.2. Print file declarations

Print declarations can specify the file or special target to which text is to printed. If they don’t
specify anything, the default is to print to the standard output stream, usually called 'stdout'. This
default can be influenced by means of print file declarations, which act as a sort of global
declaration of the file or special target. A typical print file declaration looks like this:

printfile "some_file.txt";

Paths

It is possible to use relative (or absolute) paths for the files. For instance:

printfile "txt_files/some_file.txt";
printfile "../files/some_file.txt";

For the first print file declaration, text is printed to a file named some_file.txt in the txt_files
directory, where the txt_files directory is located in the same directory as the CIF file. For the
second print file declaration, text is printed to a file named some_file.txt in the files directory,
where the files directory is located in the parent directory of the directory that contains the CIF
file.

Files and directories are separated using slashes (/), regardless of the used operating system. It is
also allowed to use backslashes (\), which are more common on Microsoft Windows operating
systems, but they need to be escaped as \\ for this to work, making it easier to use slashes (/)
instead.
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Special targets

The following special non-file targets are supported:

» ":stdout": prints to the standard output stream. In the Eclipse ESCET IDE, the text ends up on
the console, as black text.

» ":stderr": prints to the standard error stream. In the Eclipse ESCET IDE, the text ends up on the
console, as red text.

Scoping

Print file declarations can (just as print declarations) be specified in all components. That is, they
can be specified in the top level scope of the specification, in groups and group definitions, as well
as in automata and automaton definitions. A print file declaration that is specified in a certain
scope applies to that scope, as well as all child scopes that don’t have a print file declaration of their
own. Additionally, print file declarations apply to all print declarations without local file
declarations, in scopes to which the print file declarations apply.

For instance, consider the following CIF specification:

printfile "filel.txt";

print 5;
print 6 file "file2.txt";

group g:
printfile "file3.txt";

print 7;
print 8;
print 9 file "filed.txt";

group h:
printfile "file5.txt";
end

group i:
print 10;
end
end

The print declaration that prints 5 is declared in the top level scope of the specification, and does
not have a local file declaration. As such, the print file declaration from the top level scope
(filel.txt) applies to it. The print declaration that prints 6 is declared in the same scope, but has a
local print file declaration (file2.txt). The local print file declaration (file2.txt) overrides the print
file declaration from the top level scope (filel.txt).
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Group g also has a print file declaration (file3.txt). This overrides the print file declaration from
the top level scope (filel.txt). The print file declaration from group g (file3.txt) thus applies to
the print declarations that print 7 and 8, as they are declared in the same scope, and don’t have
local print file declarations. The print declaration that prints 9 has a local print file declaration
(filed.txt), and as such the print file declaration from group g (file3.txt) does not apply to it.

The print file declaration (file5.txt) from group g.h does not apply to any print declarations. No
text is thus printed for it.

Group g.1 does not have a print file declaration, so the print file declaration (file3.txt) from group
g (the parent scope of group g.1) applies to the print declaration that prints 10.

See also the Push print file declarations into print declarations CIF to CIF transformation.

Uniqueness

In every scope (or component), in principle at most one print file declaration may be specified. The
exception is that for a single scope, specified in multiple CIF files (when imports are used), if the
print file declarations refer to the same target, they are merged. If however the two CIF files refer to
different targets, this is still considered an error. It is also considered an error if two print file
declarations are present in a single scope, in a single file, regardless of whether they refer to the
same target or not. In the end, after processing imports, for every scope there must be a unique
print file declaration, if one is declared at all.

If the same file or special target is used/specified multiple times, in different print file declarations
or locally in print declarations, the text produced by all these print declarations is all printed to that
single file or special target. For instance, consider the following CIF specification:

print 5 file "some_file.txt";
print 6 file "some_file.txt";

Even though both print declarations specify a file locally, they use the same file. The output of both
print declarations is thus printed to the same file.

3.3.3. Text formatting details

For text formatting, CIF features the fmt standard library function. This page describes all the
details of using that function. For more introductory information and examples of the use of the fmt
function, in the context of print output, see the language tutorial’s lesson on text formatting.

Format patterns

The fmt function requires at least one argument, the format pattern. The remaining arguments of
the function are the values that can be inserted into the format pattern, to allow variable output.
For instance, consider:



fmt("%s %s", x, y)

Here, "%s %s" is the format pattern, x is the first value, and y is the second value.

The first argument, the format pattern, must be a string literal. That is, it must be text between
double quotes (").

The real usefulness of format patterns comes from the inclusion of the values into the format
pattern. The values can be included by inserting format specifiers (e.g. %s) into the format pattern.
Multiple values may be used by including multiple format specifiers. The first format specifier
includes the first value, the second format specifier includes the second value, etc.

The result of fmt applied to it arguments is the text of the format pattern, with the format specifiers
replaced by their corresponding values.

Format specifiers can be customized to influence how their corresponding values are to be
inserted. For instance, consider:

fmt("%s %.2e", x, y)

Then, assuming variable x has value 3 and variable y has value 5.6, the result of the fmt function is 3
5.60e+00.

Specifiers

Format patterns support various types of format specifiers, each performing a different kind of
conversion on its corresponding value. The following table lists the available conversions, the types
of values that they support, and a short description of the output of the conversion:

Conversion Supported types Output

%Dh bool Either true or false.

%3B bool Same as %b, but in upper case.

%d int Decimal integer notation.

%X int Hexadecimal integer notation, using 0-9 and a-f.
%X int Hexadecimal integer notation, using 0-9 and A-F.
%e real Computerized scientific notation, using e.

%E real Computerized scientific notation, using E.

%{f real Decimal number notation.

%g real General scientific notation, using e.

%G real General scientific notation, using E.

%s any type General textual representation.



Conversion Supported types Output

%S any type General textual representation, in upper case.

For the %d, %x, and %X specifiers, int typed values are supported, as are integer types with ranges
(e.g. int[0..5]). The %s and %S specifiers support values of any type.

The output of the %B specifier is identical to the output of the %b specifier, where all letters in the
output are converted to upper case letters. This duality (lower case specifier conversion versus
upper case specifier conversion) is present in all conversions that can have letters in their output.

Specifier syntax

Specifiers can be customized to influence the conversion of their corresponding values to text. The
general syntax of specifiers is:

%[value_index$][flags][width][.precision]conversion

All specifiers start with a percentage character (%).

They are optionally followed by a value index. If the value index is specified, it must be followed by
a dollar sign ($). The value index is a positive decimal integer indicating the position of the value in
the value list. The first value is referenced by 1%, the second by 2§, etc. Index zero and indices
starting with zero are not allowed.

The index is followed by optional flags. Flags are characters that modify the output, and may be
specified in any order. Each flag may only be specified once per specifier. The set of valid flags
depends on the conversion.

After the flags, an optional width may be specified. The width is a non-negative decimal integer
indicating the minimum number of characters that should be included in the result, for that
specific specifier.

After the width, a precision may optionally be specified. A precision is always preceded by a dot (.).
The precision is a non-negative decimal integer used to restrict the number of characters. The
specific behavior depends on the conversion.

Specifiers always end with the character indicating the conversion to perform.

Implicit and explicit indexing

By default, format specifiers are processed in order. The first specifier then implicitly uses the first
value, the second specifier implicitly uses the second value, etc. However, if an explicit value index
is given, that explicit index indicates the value to use, and the specifier with the explicit index does
not influence subsequent implicit indexing. That is, consider the following:



fmt("%s %1$s %3$f %d %f %18s", 1, 2, 3.0);

The first specifier (%s) does not specify an explicit index, and thus implicitly uses the first value. The
second specifier (%1$s) explicitly specifies index 1 and thus uses the first value. The third specifier
%3$f) explicitly specifies index 3 and thus uses the third value. The fourth specifier (%d) is the
second specifier to not explicitly specify an index, and thus implicitly uses the second value. The
fifth specifier (%f) is the third specifier to not explicitly specify an index, and thus implicitly uses the
third value. Finally, the sixth specifier (%1$s) explicitly specifies index 1, and thus uses the first
value. The result of the formatting is:

11 3.000000 2 3.000000 1

Flags

The following flags are available:

Flag b/B d XX e/E f g/G s/S Effect
- yes yes yes yes yes yes yes Theresultwill be leftjjustified.
+ no yes  no yes yes yes no The result will always include a sign.

(spac no yes  no yes yes yes no The result will include a leading space for

e) non-negative values.
0 no yes yes yes yes yes o The result will be zero-padded.
' no yes  no no yes yes 1o The result will include commas (,) as

grouping separator.

The first column shows the available flags, the minus (-), the plus (+), the space, the zero (0), and the
comma (,). The middle columns indicate for each of the different conversions, whether the flags are
supported. The last column gives short descriptions of the effects of the flags.

The - flag can be used to left-justify the text in case a width is used, as the default is to right-justify.
It is supported by all format specifiers. The - flag requires the use of a width, and can not be
combined with the 0 flag.

The + flag can be used to always include a sign. It only applies to certain numeric format specifiers.
That is, by default non-negative numbers don’t have a sign, and negative numbers start with a -
character. By including the + flag, non-negative numbers start with a + character, and negative
numbers still start with a - character. The + and space flags can not be combined.

The space flag can be used force a leading space to be included for non-negative values. It only
applies to certain numeric format specifiers. That is, by default non-negative numbers don’t have a
sign, and negative numbers start with a - character. By including the space flag, non-negative
numbers start with a space character, and negative numbers still start with a - character. The + and
space flags can not be combined.



The 0 flag can be used to zero pad numbers, in case a width is used, the text is right-justified, and
the text is shorter than the width. It only applies to certain numeric format specifiers. The 0 flag
requires the use of a width, and can not be combined with left-justification (the - flag).

The , flag can be used to include commas (,) as grouping separators. It only applies to certain
numeric format specifiers. That is, by default numbers are just a sequence of digits. By using the ,
flag, longer numbers are placed in groups of thousands and the 'thousands separator' (the ,
character) occurs every three digits. For instance, 12345678 would then become 12,345, 678.

Further details on the effects of flags are given in the sections describing the individual
conversions.

Width

The width is a non-negative decimal integer indicating the minimum number of characters that
should be included in the result, for that specific specifier. If no width is given, there is no
minimum number of characters.

If the textual representation of the value is shorter than the width, the text is right-justified. That is,
the text will be padded by spaces to the left of the text until the total number of characters equals
the width. To left-justify the text, use the - flag in combination with a width. This results in padding
with spaces to the right of the text.

If the 0 flag is specified, and the textual representation of the value is shorter than the width, 0
padding is used (to the left, as the - flag may not be used when the 0 flag is used). See the sections
describing the individual number related specifiers for further details.

If the text is longer than the width, the whole text is included in the result (it is not truncated), and
the width essentially has no effect.

%b and %B specifiers

The %b and %B specifiers convert boolean values to text. The specifiers only support boolean values.
The specifiers support explicit indices, widths, and the - flag. They don’t supports any of the other
flags, and precisions.

The resulting text is constructed as follows:

e Value true results in the text true, and value false results in the text false.
* For the %B specifier, the text is converted to upper case, i.e. TRUE and FALSE respectively.

 If a width is specified, and the resulting text so far is shorter than that width, spaces are added
until the given width is reached. If the - flag is given, spaces are added to the right, otherwise
spaces are added to the left.

Here are some examples, assuming b has value true:



fmt("%b", b); // true
fmt("%B", b); // TRUE
fmt("_%10b_", b); // _ true_
fmt("_%-10b_", b); // _true

%d specifier

The %d specifier converts integer numbers to text, using decimal representations of integers. The
specifier only supports integer values (int typed values, and values of integer types with ranges,
such as int[@..5]). The specifier supports explicit indices, widths, and all flags. It doesn’t support
precisions.

The resulting text is constructed as follows:
» The resulting text is initialized to the decimal representation of the absolute value of the integer

number. It thus consists of only the digits 0 through 9.

» If the , flag is given, thousand separators (, characters) are inserted as needed, for longer
numbers.

« If the number is negative, it is prefixed with a - character.
« If the number is non-negative, and the space flag is given, a space is added before the text.
« If the number is non-negative, and the + flag is given, a + character is added before the text.

* If a width is given, the text so far is shorter than the width, and the 0 flag is given, then 0
characters are added before the other digits, and after any non-digit characters, until the
desired width is reached.

 If a width is given, the text so far is shorter than the width, and the - flag is given, then space
characters are added before the result, until the desired width is reached.

« If a width is given, the text so far is shorter than the width, and neither the 0 flag nor the - flag
is given, then space characters are added after the result, until the desired width is reached.

Here are some examples, assuming x has value 12345 and y has value -2345:

fmt("%d", x); // 12345
fmt ("%, d", x); // 12,345
fmt("_%10d_", x); /] _ 12345
fmt("_%-10d_", x); // 12345

fmt("_%0,10d_", x); // _000012,345_
fmt("_%- 10d_", x); // _ 12345
fmt("_%- 10d_", y); // _-2345

fmt (" _%-+10d_", x); // _+12345

fmt ("_%-+10d_", y); // _-2345
fmt("_%3d_", x); // _12345_



%x and %X specifiers

The %x and %X specifiers convert integer numbers to text, using hexadecimal representations of
integers. The specifiers only support integer values (int typed values, and values of integer types
with ranges, such as int[0..5]). The specifiers support explicit indices, widths, and the - and 0 flags.
They don’t supports any of the other flags, and precisions.

The resulting text is constructed as follows:

* The signed integer number in range [-2,147,483,648 .. 2,147,483,647] is first converted to an
unsigned integer number in range [0 .. 4,294,967,295]. That is, for negative numbers, 2% g
added.

* The resulting text is initialized to the hexadecimal representation of the unsigned integer
number. It thus consists of the digits @ through 9 and letters a through f.

» For the %X specifier, the text is converted to upper case, i.e. letters a through f are converted to
letters A through F.

» If a width is given, the text so far is shorter than the width, and the 0 flag is given, then 0
characters are added before the result, until the desired width is reached.

 If a width is given, the text so far is shorter than the width, and the - flag is given, then space
characters are added before the result, until the desired width is reached.

 If a width is given, the text so far is shorter than the width, and neither the 0 flag nor the - flag
is given, then space characters are added after the result, until the desired width is reached.

Here are some examples, assuming a has value 5543 and b has value -1:

fmt("%x", a); // 15a7

fmt ("0x%x", a); // 0x15a7
fmt("0x%X", a); // @x15A7

fmt ("0x%X", b); // OxFFFFFFFF
fmt("_%10x_", a); /] _ 15a7_
fmt("_%-10x_", a); // _15a7l
fmt("_%3x_", a); // _15al_

%e and %E specifiers

The %e and %E specifiers convert real numbers to text, using computerized scientific notation. The
specifiers only support real values. The specifiers support explicit indices, widths, the -, +, space,
and 0 flags, and precisions. They don’t supports any of the other flags.

Real numbers include a decimal mark, a symbol used to separate the integer part from the
fractional part of number, when written in decimal form. This decimal mark is denoted by a dot (.).

The resulting text is constructed as follows:

* The decimal mark of the real number is shifted to ensure that at most one non-zero digit occurs



to the left of it. That is, for real numbers 0.012, .12, 1.2, 12.0, and 120.0, the decimal mark is
shifted -2, -1, 0, 1, and 2 digits to the left, respectively. This results in the following real numbers:
1.2,1.2,1.2,1.2,and 1. 2. For zero, the decimal mark is not shifted.

* The single decimal digit before the decimal mark is included in the result. If there is no digit
before the decimal mark (in case the real number is zero), a single 0 digit is included in the
result.

« If the precision is specified and is not zero, or if the default precision is used, a dot (.) is added
after the single digit.

* The digits after the decimal mark are added after the dot. Exactly 'precision’ digits will be
added. If no precision is specified, it defaults to 6 digits after the dot. If not enough digits are
available after the dot, additional @ characters are added after them, to reach the desired
precision. If too many digits are available after the dot, digits are removed from the right until
the desired precision is reached. Rounding using the 'half up' algorithm is used to ensure
correct results in case digits are removed.

 If the %e specifier is used, an e character is added to the end. If the %E specifier is used, an E
character is added to the end.

* A sign character is added after that. That is, if the decimal mark was shifted a negative number
of digits to the left, a - character is added, otherwise a + character is added.

* The number of digits that was shifted is added as a decimal number, at the end. At least two
decimal digits are added, so if the number of digits that was shifted can be represented using a
single decimal digit, a 0 is added between the e or E character and the number of digits that was
shifted.

o If the real number is negative, the text is prefixed with a - character.
« If the real number is non-negative, and the space flag is given, a space is added before the text.
o If the real number is non-negative, and the + flag is given, a + character is added before the text.

» If a width is given, the text so far is shorter than the width, and the 0 flag is given, then 0
characters are added before the other digits, and after any non-digit characters, until the
desired width is reached.

 If a width is given, the text so far is shorter than the width, and the - flag is given, then space
characters are added before the result, until the desired width is reached.

 If a width is given, the text so far is shorter than the width, and neither the 0 flag nor the - flag
is given, then space characters are added after the result, until the desired width is reached.

Here are some examples, assuming a has value 12345.6789 and b has value -0.00002345678:

fmt("%e", a); // 1.234568e+04

fmt("%E", a); // 1.234568E+04
fmt("%.3e", a); // 1.235e+04

fmt("%.3e", b); // -2.346e-05
fmt("_%20e_", a); /] _ 1.234568e+04 _
fmt (" %-20e_", a); // _1.234568e+04
fmt("_%5e_", a); // _1.234568e+04

fmt("_%020e_", a); // _000000001.234568e+04 _



fmt("_%-+20e_", a); // _+1.234568e+04 _
fmt("_%-+20e_", b); // _-2.345678e-05 _
fmt("_%- 20e_", a); // _ 1.234568e+04 _
fmt("_%- 20e_", b); // _-2.345678e-05 _

%f specifier

The %f specifier converts real numbers to text, using a decimal number notation. The specifier only
supports real values. The specifier supports explicit indices, widths, all flags, and precisions. That is,
all features of format specifiers are supported.

Real numbers include a decimal mark, a symbol used to separate the integer part from the
fractional part of number, when written in decimal form. This decimal mark is denoted by a dot (.).

The resulting text is constructed as follows:
* The decimal digits before the decimal mark are included in the result. If there are no digits

before the decimal mark, a single 0 digit is included in the result.

» If the , flag is given, thousand separators (, characters) are inserted as needed, for longer
numbers.

« If the precision is specified and is not zero, or if the default precision is used, a dot (.) is added
after the digits.

* The digits after the decimal mark are added after the dot. Exactly 'precision’ digits will be
added. If no precision is specified, it defaults to 6 digits after the dot. If not enough digits are
available after the dot, additional @ characters are added after them, to reach the desired
precision. If too many digits are available after the dot, digits are removed from the right until
the desired precision is reached. Rounding using the 'half up' algorithm is used to ensure
correct results in case digits are removed.

« If the real number is negative, the text is prefixed with a - character.
* If the real number is non-negative, and the space flag is given, a space is added before the text.
* If the real number is non-negative, and the + flag is given, a + character is added before the text.

* If a width is given, the text so far is shorter than the width, and the 0 flag is given, then 0
characters are added before the other digits, and after any non-digit characters, until the
desired width is reached.

 If a width is given, the text so far is shorter than the width, and the - flag is given, then space
characters are added before the result, until the desired width is reached.

« If a width is given, the text so far is shorter than the width, and neither the 0 flag nor the - flag
is given, then space characters are added after the result, until the desired width is reached.

Here are some examples, assuming a has value 12345.6789 and b has value -0.00002345678:

fmt("%f", a); // 12345.678900
fmt("%f", b); // -0.000023



fmt("%.3f", a); // 12345.679

fmt("_%20f_", a); /] _ 12345.678900_
fmt("_% 2@f_", a); // 12345 678900
fmt("_%-,20f_", a); // _12,345.678900
fmt("_%5f_", a); // _12345.678900_
fmt("_%020f_", a); // _0000000012345.678900_

fmt("_%-+20f_", b); // _-0.000023
fmt("_%- 20f_", a); // _ 12345.678900
fmt("_%- 20f_", b); // _-0.000023

0

fmt("_%-+20f_", a); // _+12345.678900
2
2

%9 and %G specifiers

The %g and %G specifiers convert real numbers to text, using general scientific notation. The
specifiers only support real values. The specifiers support explicit indices, widths, all flags, and
precisions. That is, all features of format specifiers are supported.

Real numbers include a decimal mark, a symbol used to separate the integer part from the
fractional part of number, when written in decimal form. This decimal mark is denoted by a dot (.).

Oprecision

If the real number is greater than or equal to 10* but less than 1 , the result is as %f.
Otherwise, the result is as %e and %E, for %g and %G respectively. However, the total number of
significant digits of the result is equal to the precision of the %g or %G specifier, and defaults to 6 if
not specified. If the specified precision is 0, it is taken to be 1 instead.

Here are some examples, assuming a has value 12345.6789 and b has value -0.00002345678:

fmt("%g", a); // 12345.7

fmt("%g", b); // -2.34568e-05

fmt("%G6", b); // -2.34568E-05
fmt("%.39", a); // 1.23e+04

fmt("_%20g9_", a); /] _ 12345.7_
fmt (" _%- 2@9_", a); // _12345.7 ~
fmt("_%-, 209_", a); // _12,345.7 _
fmt("_%5g_", a); // _12345.7_

fmt("_ 902@9 , a); // _000000000000012345.7_
fmt("_%-+20g9_", a); // _+12345.7 ~

fmt("_%-+209_", b); // _-2.34568e-05
fmt("_%- 20q9_", a); // _ 12345.7
fmt("_%- 209_", b); // _-2.34568e-05

%s and %S specifiers

The %s and %S specifiers convert any value to text. The specifiers support values of any type. The
specifiers support explicit indices, widths, and the - flag. They don’t supports any of the other flags,
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and precisions.
The resulting text is constructed as follows:

* If the value has a string type, the value of that string is used as is, without escaping and double
quoting. Otherwise, the value is converted to a textual representation closely resembling the CIF
textual syntax (ASCII syntax), with string values surrounded by double quotes, and with special
characters (tabs, new lines, double quotes, and backslashes) escaped.

» For the %S specifier, the text is converted to upper case, i.e. letters a through z are converted to
letters A through 7.

 If a width is specified, and the resulting text so far is shorter than that width, spaces are added
until the given width is reached. If the - flag is given, spaces are added to the right, otherwise
spaces are added to the left.

Here are some examples, assuming x has value "aBcD":

fmt("%s", x); // aBcD
fmt ("%S", x); // ABCD
fmt(" %10s ", x); // _ aBeD_

fmt(" _%-10s_", x); // _aBcD

As indicated above, string typed values are of special interest. For instance, consider the following
examples:

fmt("a %s b", ("some \\ text", 6)); // a ("some \\ text", 6) b
fmt("a %s b", "some \\ text"); // c some \ text d

The first example has a tuple as value, with a string and an integer number. The output of this
example is a ("some \\ text", 6) b. Note how the string in the tuple is included in the output with
double quotes around it, and how the escaped backslash is also escaped in the resulting text.

The second example has a value that is a string directly (e.g. not contained in a tuple or some other
container). This mapping results in ¢ some \ text d. Note how the string is included in the output
'as is', 1.e. it is not surrounded by double quotes, and the backslash is not escaped.

In general, when using a %s specifier, string values are double quoted and escaped. If however the
entire value is a string, then that string is used 'as is' (without quoting, and without escaping).

Also of special interest are real values. The number of digits after the decimal point can vary. For
instance, consider the following examples:

fmt("a %s b", 1/ 3); // a 0.3333333333333333 b
fmt("c %s d", 1/ 2); // c@.5d

For more control over the number of digits after the decimal point, use one of the floating point
number format specifiers: %e, %E, %f, %g, or %G.



Escaping and quoting

A double quote terminates a string literal, and thus also a format pattern, as format patterns are
string literals. It is therefore not possible to include a double quote in the text of a format pattern
without escaping it. That is, use \" inside a format pattern to include a single double quote. There
are other escape sequences as well. Use \\ to include a single backslash (\), \n to include a single
new line (to continue on a new line), and \t to include a tab character (for alignment).

Format specifiers start with a percentage character (%). If a percentage character is to be included as
a percentage character instead of being interpreted as a format specifier, it needs to be escaped as
well. That is, to include a percentage character as a percentage character, use %% in the format
pattern.

For instance, the format pattern "a\"b\nc\td\\e%%f" results in the following text:

a"b
€ d\e%f
Unused values

The format pattern is automatically checked for unused values. That is, if a value is not used in the
format pattern, there is no use in specifying it, and a warning will indicate this.

3.4. Annotations

3.4.1. Annotations

Annotations can be added to elements of a CIF specification, to annotate them with extra structured
information. Tools that take CIF specifications as input can process the annotations that are
attached to elements of the specification, and use the supplied information. Different tools may
support different annotations. For the tools in the CIF toolset, the tool documentation indicates for
each tool which annotations it supports and how it uses them.

For basic information on annotations, see the language tutorial. For a complete list of the
annotations that are bundled with CIF, see the built-in annotations overview.

Syntax

Annotations are optional. If specified, annotations are indicated by a regular annotation name (for
most elements of specifications) or double at-sign annotation name (for some elements of
specifications). See below for further details on which elements require which kind of annotation
name.



Optionally, the annotation may have arguments. If the annotation has arguments, these are put
between parentheses, ( and ). Parentheses may be used if there are no arguments, but this is not
recommended. Multiple arguments are separated by commas. An extra comma may optionally
follow the last argument, which can make it easier to comment out arbitrary arguments, while still
maintaining a valid model.

Each argument consists of an optional name and a mandatory value. If both a name and a value are
provided, they are separated by a : sign. If the argument has a name, it is either a CIF identifier or a
CIF relative name. If the argument name is an identifier that is a CIF keyword, it needs to be
escaped by prefixing it with a § sign. Similarly, identifiers within relative names need to be escaped
as well. For instance, argument name automaton needs to be escaped as $automaton, and argument
name some.automaton needs to be escaped as some.$automaton. The value of the argument is a CIF
expression.

As an example of the syntax, consider the following input variable annotated with 7 annotations:

@anno

@some:anno

@anno1()

@anno2(arg: 3, false)

@anno3($input: true)

@anno4(some_arg: 3, some.other.arg: [123, 467])

@annob(
argl: -sqrt(2),
arg2: 3 * 9,

arg3: "some text",

)

input bool x;

Some observations:

 The first three annotations do not have any arguments, the other four do.

» The arguments have values of various types.

» For anno2, the first argument is named arg, while the second argument is unnamed.
* For anno3, the input argument name is escaped to $input as input is a keyword.

» For anno4, the second argument uses a relative name as argument name.

* For annob, the first and second argument have a computation as value.

» For annob, there is a comma after each argument, including after the last argument. This makes
it easy to later comment out any of the three arguments, or add an extra argument without
having add an extra comma.

Placement

Annotations are placed before the elements that they annotate. Here is an example, where an input
variable is annotated with an annotation without arguments:



@anno
input bool x;

For a specification, the annotations must be before any other elements of the specification. Here is
an example, where the specification with the annotated input variable is extended with two
annotations on the specification itself:

@eanno1(argl: 5)
@@anno2(arg2: "some text")

@anno
input bool x;

Annotations are only supported for the following elements in CIF specifications. Most require
regular annotation names, while annotations on specifications and annotations on elements of
locations require double at-sign annotation names:

Element Annotation name
Algebraic parameters Regular
Algebraic variables Regular
Automata Regular
Automaton definitions Regular
Automaton instantiations Regular
Constants Regular
Continuous variables Regular
Discrete variables Regular

Edges Double at-sign
Enumeration literals Regular
Enumerations Regular
Events Regular
Function parameters Regular
Function variables Regular
Functions Regular
Group definitions Regular
Group instantiations Regular
Groups Regular

Input variables Regular



Element Annotation name

Invariants Regular (for invariants in components)
Double at-sign (for invariants in locations)

Locations of automata Regular
Specifications Double at-sign
Type declarations Regular
Constraints

The following general constraints apply to all annotations:

* Annotations are optional.
* An element of the specification may have multiple annotations.
 If an element has multiple annotations, different annotations can be put in any order.

* In case a single element is annotated with the same annotation multiple times, then the order of
these annotations may be relevant, although this could differ per annotation.

* Each named argument of an annotation must have a different name. An annotation may also
have any number of unnamed arguments.

* The order of the arguments of an annotation is not relevant. That is, if the arguments are re-
ordered, then the annotation still has the same meaning.

Each annotation must be registered. When registering an annotation, an annotation provider is
registered with it:

* If an annotation is used in a specification, but is not registered, a warning will indicate the
unregistered annotation. If a tool supports an annotation, it or one of its dependencies should
register the annotation. Hence, if an annotation is not registered, it will likely be ignored by all
available tools.

* Annotations are an extension mechanism, and anyone can define and register their own
annotations. Different CIF installations may therefore have different registered annotations. A
CIF specification may thus have a warning in one installation, if the annotation is for instance
not registered in that installation, while in another installation the annotation does not have a
warning, as there it is registered.

 If an annotation is registered, it must be properly registered and its annotation provider must
be properly implemented. See below for details on annotation providers.

Each annotation provider may impose additional constraints on the annotation it handles:

* An annotation and its arguments must satisfy any additional constraints imposed by the
corresponding annotation provider.

An annotation provider could for instance limit the elements that may be annotated with the
annotation, require all elements of a certain type to be annotated if at least one of them is
annotated, or only allow a single such annotation on each annotated element. It could also
constrain certain arguments, or combinations of arguments, to be mandatory or optional, or



require them to be named or unnamed. Furthermore, it could require arguments to have values
of a certain type, to be statically evaluable, and so on. Different people could define the same
annotation in different ways, such that their own installations interpret that annotation
differently and impose different constraints for it. Hence, a specification with such annotations
may be valid in one installation, and invalid in another.

* Annotations are an extension mechanism, and anyone can define and register their own
annotations. Different CIF installations may therefore have different annotation providers for
the same annotation, which may interpret the annotation differently and may impose different
constraints for it. Hence, a specification with such annotations may be valid in one installation,
and invalid in another.

Naming annotations

Annotations are an extension mechanism, and anyone can define and register their own
annotations. Without rules, different people may define the same annotation in different
conflicting ways. Therefore, we list some guidelines for naming of annotations. These guidelines are
not strict rules and likely will not prevent all issues, but adhering to them will likely at least reduce
such issues.

Consider the following guidelines:

* Name an annotation based on the conceptual information it represents, not on how it is used.
The annotation can then be reused for other uses. This avoids having multiple annotations with
the same information for different uses.

* Avoid naming an annotation after a specific tool that uses it. The annotation can then be reused
by other tools. This avoids having multiple annotations with the same information or purpose
for different tools.

* Annotations are given a name that is as short as possible, to make it easier to write them. For
instance, doc for a documentation annotation, rather than documentation.

* By default, annotation names consist of only a single identifier. If the annotation is specific to a
certain purpose, and chances are that similarly named annotations will be introduced in the
future, leading to naming conflicts, the annotation name can be scoped. For instance, for
annotations related to linking CIF specifications to Programmable Logic Controllers (PLCs), the
annotation names may be prefixed with plc. For instance, plc:input could be the name of a PLC
input annotation. This allows other input annotations for different purposes to be added as well.

* More than two levels can be used in annotation names if needed to distinguish the annotations
and ensure they are unique.

* Annotation names are ideally lower case, consisting of multiple parts separated by colons,
rather than having parts that consist of multiple words. For instance, use plc:input rather than
plcInput or ple_input.

» If you add a custom annotation, that is not a built-in annotation delivered along with CIF itself,
start the annotation with your company name. This prevents conflicts with built-in annotations,
and with annotations provided by other companies. For instance, use <company_name>: some :anno.



Annotation providers

Annotations can be registered using the org.eclipse.escet.cif.annotations extension point,
provided by the org.eclipse.escet.cif.typechecker plugin. In your own plugin, to register an
annotation:

* Open the plugin’s manifest (META-INF/MANIFEST.MF file).

* Navigate to the Extensions tab.

* Click the Add button.

» Uncheck the Show only extension points from the required plug-ins checkbox.
* Select org.eclipse.escet.cif.annotations from the list and click Finish.

o If and when asked whether to add the org.eclipse.escet.cif.typechecker plugin as a
dependency, click Yes.

* On the Extensions tab, a dummy org.eclipse.escet.cif.annotations entry is automatically added,
and it is selected.

* Click Show extension point description for more information on how to properly use the
extension point.

* You can edit the extension on the Extensions tab using the Ul or navigate to the plugin.xml tab
of the manifest editor and edit it there textually.

A proper extension to register an annotation will look something like this:

<extension
point="org.company.cif.annotations">
<provider
annotationName="some:thing"
class="org.company.cif.annotations.SomeThingAnnotationProvider"
plugin="org.company.cif.annotations">
</provider>
</extension>

Some additional constraints must be adhered to:

* At most one annotation provider must be registered for each annotation name.

 If an annotation is registered, it must specify an annotation provider. It must indicate the plugin
where the provider is located as well as the Java class that implements it.

 If an annotation is registered, the registered annotation provider class must exist within that
plugin, and the CIF type checker must be able to find and load it.

* If an annotation is registered, the registered annotation provider class must extend the
org.eclipse.escet.cif.typechecker.annotations.AnnotationProvider class. The
AnnotationProvider class has additional information and requirements. Consult its JavaDoc for
the details.



3.4.2. Built-in annotations

The following built-in annotations are bundled with CIF:

Category Annotation
Controller controller:properties
Documentation doc

State state

Controller annotations

Controller properties annotations add properties of a controller to a specification. For basic
information on controller properties annotations, see the language tutorial. Here we discuss
further details.

Controller properties annotations (@@controller:properties) can only be added to the specification
itself, not to elements of the specification.

The annotation has the following constraints, in addition to the general constraints that apply to all
annotations:

* A specification may have at most one controller properties annotation.

It is allowed for the annotation to not have any arguments, but in that case the annotation can
also just be removed.

The annotation supports the following arguments, and no other arguments are allowed:

> boundedResponse:

Indicates whether the specification has bounded response.

Must have a boolean literal value. A true value indicates the specification has bounded
response, and a false value indicates it does not have bounded response. If this argument is
present and its value is true, then the uncontrollablesBound and controllablesBound
arguments must also be present. If the argument is not present, or its value is false, these
other two arguments must not be present.

uncontrollablesBound:

Indicates the bound on the number of iterations for the event loop for uncontrollable
events, if the specification has bounded response.

Must have a non-negative integer literal value. This argument may only be present if the
boundedResponse argument is also present, and its value is true.

controllablesBound:

Indicates the bound on the number of iterations for the event loop for controllable events, if
the specification has bounded response.



Must have a non-negative integer literal value. This argument may only be present if the
boundedResponse argument is also present, and its value is true.

o confluence:
Indicates whether the specification has confluence.

Must have a boolean literal value. A true value indicates the specification has confluence,
and a false value indicates it may not have confluence.

o finiteResponse:
Indicates whether the specification has finite response.

Must have a boolean literal value. A true value indicates the specification has finite
response, and a false value indicates it may not have finite response.

o nonBlockingUnderControl:
Indicates whether the specification is non-blocking under control.

Must have a boolean literal value. A true value indicates the specification is non-blocking
under control, and a false value indicates it is not non-blocking under control.

Documentation annotations

Documentation annotations can be used to add documentation to CIF elements. For basic
information on documentation annotations, see the language tutorial. Here we discuss further
details.

Documentation annotations (@doc) can be added to all elements of CIF specifications that support
annotations.

The annotation has the following constraints, in addition to the general constraints that apply to all
annotations:

* The annotation must have at least one argument.

* All arguments must be unnamed arguments.

* All arguments must have a string-typed value.

* It must be possible for the argument values to be statically evaluated.

» Evaluation of the argument values must not result in an evaluation error.

State annotations

A state annotation adds state information to a location in an automaton. For basic information on
state annotations, see the language tutorial. Here we discuss further details.

State annotations (@state) can be added to the following elements in CIF specifications:

* Locations of automata.



The annotation has the following constraints, in addition to the general constraints that apply to all
annotations:

A single location may have multiple state annotations, if that location represents multiple states
of a state space.

Each argument of a state annotation represents either an automaton with its current location,
or a variable with its current value.

There can be any number of arguments (including no arguments), as models may have any
number of automata and variables.

The name of the argument must be the absolute name of the corresponding automaton or
variable.

Argument values, and parts of argument values (in case of containers), must be literals of type
bool, int, real, string, tuple, list, set, or dict. This implies that the values must be statically
evaluable, and that evaluating an argument value must not result in an evaluation error.

If at least one location in an automaton has at least one state annotation, all other locations in
that same automaton must also have at least one state annotation, as all these locations should
then represent a least one state from the state space.

Different state annotations on the same or different locations of a single automaton must have
the same number of arguments, the arguments must have the same names, and the values of
arguments with matching names must have compatible types (ignoring ranges), as they should

represent states from the same state space.

Most values can thus be represented as literals, but there are some exceptions. The following
overview indicates how to represent locations and different types of values:

Location / value

Location of an
automaton

Boolean value

Integer value

Real value

Enumeration
value

String value
Tuple value

List value

Set value

Represented as

String literal with the non-escaped name of the location, or "*" for a nameless
location.

true or false boolean literal.

Integer literal, such as 0, 1 or 1234. Note that negative integer values are
represented as a negation (unary operator) applied to a positive integer literal.
And -2147483648 is represented as -(2147483647) - 1.

Real literal, such as 0.0, 1e5 or 0.5e-3. Note that negative real values are
represented as a negation (unary operator) applied to a positive real literal.

String literal with the non-escaped name of the enumeration literal.

String literal, such as "some text".
Tuple literal, such as (1, 2) or (true, (1, 2)).

List literal, such as [1, 2] or [[1, 2], [3, 4]]. Note that empty lists typically
require a type hint in the form of a type cast, such as <list[0] int>[].

Set literal, such as {1, 2} or {{1, 2}, {3, 4}}. Note that empty sets typically
require a type hint in the form of a type cast, such as <set int>{}.



Location /value Represented as

Dictionary value  Dictionary literal, such as {1: 2, 3: 4}or {1: {2: 3}, 2: {4, 5}}. Note that
empty dictionaries typically require a type hint in the form of a type cast, such
as <dict(int:int)>{}.

Function value String literal with the non-escaped absolute name of the function, or "*" for
functions that represent a default initial value of a variable with a function

type.



Chapter 4. Tools

Below you can find information about the individual applications of the CIF toolset.

Applications

The CIF toolset consists of applications that cover a wide range of functionality. The available
applications are listed below.

Specification
* CIF text editor
Supervisory controller synthesis

» Data-based supervisory controller synthesis
* Event-based synthesis toolset

* CIF to Supremica transformer
Simulation, validation, and verification

e CIF simulator

CIF to mCRL2 transformer

CIF to UPPAAL transformer

Controller properties checker
Real-time testing, code generation, and implementation

* CIF code generator
* CIF PLC code generator (stable)

» CIF PLC code generator (deprecated)
Miscellaneous

e CIF to CIF transformer
* CIF merger

e CIF event disabler

CIF explorer

CIF to yEd transformer

Scripting

The CIF tools can be used on the command line, as well as in the Eclipse IDE. They can also be used



in ToolDef scripts. The following additional information is available on scripting related to CIF and
ToolDef scripts:
* Introduction to scripting

* Overview of scriptable tools

4.1. Specification tools

4.1.1. CIF text editor

Part of the CIF tooling is a textual editor for CIF specifications. This editor is part of the Eclipse
ESCET IDE. Below is a list of some of the more notable features of this text editor:

* continuous background validation (integrated parsing and type checking), with error markings
directly in the source

* comment spell checking

* code folding

* commands to comment/uncomment the (partially) selected line or lines

* block selection mode

* detection of external changes to files

* shows line numbers

* drag-and-drop editing

» optionally can show whitespace characters

» configurable tab key settings

* automatic removal of trailing whitespace from all lines on save

* automatic addition of a new line character at the end of the file on save, if none is present
(includes smart detection of the platform dependent new line characters that are used in the
file)
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Normally, .cif files are opened with the CIF text editor. Large files are however opened with the
default non-CIF text editor to avoid performance issues. You can open a file in an editor of your
choosing by right clicking it and selecting Open With and then selecting the editor of your
choosing, or choosing Other... to open a dialog to choose from a larger selection of editors.

4.2. Supervisory controller synthesis tools

4.2.1. Data-based supervisory controller synthesis

The data-based supervisory controller synthesis tool performs data-based supervisory controller
synthesis, or simply data-based synthesis. It can be used to synthesize a supervisor for an untimed
CIF specification, with data (e.g. discrete variables). Synthesis is an essential part of the synthesis-
based engineering approach to develop supervisory controllers.

For a CIF specification with plants and requirements, the tool computes a supervisor. The
supervisor restricts the plants in such a way that the resulting controlled system satisfies the
following properties:

» The controlled system is safe. That is, all reachable states in the controlled system satisfy the
requirements.

* The controlled system is controllable. That is, for all reachable states in the controlled system,
the uncontrollable events that are enabled in the same state in the uncontrolled system are still
possible in the controlled system. In other words, uncontrollable events are not restricted.

* The controlled system is non-blocking. That is, it is possible to reach a marked state from all
reachable states in the controlled system.

* The controlled system is maximally permissive (or simply maximal). That is, the controlled
system permits all safe, controllable, and non-blocking behaviors.



Note that deadlock is not prevented for marked states.
The synthesis algorithm is based on [Ouedraogo et al. (2011)].
The following additional information is available:

 Starting the data-based synthesis tool
» Data-based synthesis options
 Specifications supported by data-based synthesis
» Early problem detection

* Resulting supervisor

* Predicate simplification

* Forward reachability

* Fixed-point computations order
 Input variables

* Initialization

* Performance

» Edge granularity

» Edge order

* BDD variable order

* BDD operation cache

 State requirement invariants

* Debug output

* Statistics

» References

Starting the data-based synthesis tool

The data-based synthesis tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Apply data-based synthesis....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools > Apply
data-based synthesis....

» Use the cifdatasynth tool in a ToolDef script. See the scripting documentation and tools
overview page for details.

e Use the cifdatasynth command line tool.



Data-based synthesis options

Besides the general application options, the data-based synthesis tool has several other options.
The following options are part of the Synthesis category:

 Input file path: The absolute or relative local file system path to the input CIF specification.

* Output file path: The absolute or relative local file system path to the output CIF file. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a .ctrlsys.cif file extension is added.

* Supervisor name: The name of the resulting supervisor automaton. If not specified, it defaults to
sup. For more information, see the section about the resulting supervisor.

* Supervisor namespace: The namespace of the resulting supervisor. If not specified, it defaults to
the empty namespace. For more information, see the section about namespaces.

» Forward reachability: Whether to perform forward reachability during synthesis, or omit it. Is
disabled by default. For more information, see the section about forward reachability.

* Fixed-point computations order: The order in which the fixed-point computations are to be
performed during synthesis. This may impact the performance of synthesis. For more
information, see the section about fixed-point computations order.

» Exploration strategy: The exploration strategy to use for symbolic reachability computations.
This strategy determines in which order the edges are to be considered. This may impact the
performance of synthesis. For more information, see the section about edge order.

» Edge granularity: Specify the granularity of edges to use during synthesis. For more information,
see the section about edge granularity.

» Edge order: This option is no longer supported. Use the Edge order for backward reachability and
Edge order for forward reachability options instead.

» Edge order for backward reachability: Synthesis involves many reachability computations. Some
of them involve following edges backward to find reachable states. The order in which the
edges are considered for such backward reachability computations is determined by this
option. For more information, see the section about edge order.

» Edge order for forward reachability: Synthesis involves many reachability computations. Some
of them involve following edges forward to find reachable states. The order in which the edges
are considered for such forward reachability computations is determined by this option. For
more information, see the section about edge order.

» Edge order duplicate events: Specify whether duplicate events are allowed for custom edge
orders specified using the Edge order for backward reachability and Edge order for forward
reachability options. By default, duplicate events are disallowed. For more information, see the
section about edge order.

* Edge workset algorithm: This option is no longer supported. Use the Exploration strategy option
instead.

* State requirement invariant enforcement: Specify how state requirement invariants are enforced
during synthesis. By default, they are all enforced via the controlled behavior. But, this can also
be decided per edge, enforcing them via edge guards for edges with controllable events, and
enforcing them via the controlled behavior for edges with uncontrollable events. For more



information, see the section on state requirement invariants.

* Statistics: The kinds of statistics to print. By default, no statistics are printed. For more
information, see the section about statistics.

» Continuous performance statistics file: The absolute or relative local file system path to the
continuous performance statistics output file. If not specified, defaults to the input file path,
where the .cif file extension is removed (if present), and a .stats.txt file extension is added.
For more information, see the section about statistics.

» Event warning: Whether to warn for events that are never enabled in the input specification or
never enabled in the controlled system. Is enabled by default. Disabling this warning may
increase the performance of synthesis.

* Plants referencing requirements warnings: Whether to warn for plants that reference
requirement state. Is enabled by default. Disabling this warning may increase the performance
of synthesis.

Internally during synthesis, predicates are represented using Binary Decision Diagrams (BDDs).
There are various options that can influence the use of BDDs. The following options are part of the
BDD sub-category of the Synthesis category:

* BDD output mode: This option can be used to control how the BDDs are converted to CIF for the
output of synthesis. For more information, see the section about BDD representations of the
resulting supervisor.

* BDD output name prefix: The prefix to use for BDD related names in the output. Only has an
effect if the BDD output mode option is set to represent the internal BDD nodes directly in CIF.
The default prefix is bdd. For more information, see the section about BDD representations of
the resulting supervisor.

* BDD initial variable ordering: CIF variables and automata are represented using one or more
boolean variables. The initial order of the boolean variables is determined by this option. For
more information, see the section about BDD variable orders and in particular the section about
initial variable ordering.

* BDD hyper-edge creation algorithm: CIF variables and automata are represented using one or
more boolean variables. The initial order can be improved and optimized by various variable
ordering algorithms. This option controls how hyper-edges are created, which are used by the
variable ordering algorithms. For more information, see the section about BDD variable orders
and in particular the section about automatic variable ordering.

* BDD DCSH variable ordering algorithm: CIF variables and automata are represented using one
or more boolean variables. The initial order of the boolean variables can be improved by
enabling this option. For more information, see the section about BDD variable orders and in
particular the section about automatic variable ordering.

* BDD FORCE variable ordering algorithm: CIF variables and automata are represented using one
or more boolean variables. The initial order of the boolean variables can be improved by
enabling this option. For more information, see the section about BDD variable orders and in
particular the section about automatic variable ordering.

* BDD sliding window variable ordering algorithm: CIF variables and automata are represented
using one or more boolean variables. The initial order of the boolean variables can be improved
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by enabling this option. For more information, see the section about BDD variable orders and in
particular the section about automatic variable ordering.

* BDD sliding window size: The maximum length of the window to use for the BDD sliding
window variable ordering algorithm. This option only has effect if the BDD sliding window
variable ordering algorithm option is enabled. The size must be an integer number in the range
[1..12]. The default size is 4. For more information, see the section about BDD variable orders
and in particular the section about automatic variable ordering.

* BDD advanced variable ordering: CIF variables and automata are represented using one or more
boolean variables. The variable ordering can be configured most flexibly using this option. For
more information, see the section about BDD variable orders and in particular the section about
advanced variable ordering configuration.

* BDD predicate simplify: Several BDD predicates may be simplified under the assumption of
other predicates, resulting in smaller/simpler output. This may decrease the size of the resulting
controller, and may give more insight. For more information, see the section about predicate
simplification.

* BDD library initial node table size: The BDD library that is used maintains an internal node table.
This option can be used to set the initial size of that node table. The size will automatically be
increased during synthesis, if necessary. Increasing the initial size can increase performance for
large systems, as it will not be necessary to repeatedly increase the size of the node table.
However, a larger node table requires more memory, and can lead to the node table no longer
fitting within CPU caches, degrading performance. The default is 100000 nodes. The initial node
table size must be in the range [1 .. 2°' - 1]. For more information, see the section about statistics.

* BDD library operation cache size: The BDD library that is used maintains several internal
operation caches. This option can be used to set the fixed size of these caches. The operation
cache size must be in the range [2 .. 21 1]. By default, this option is disabled (value off on the
command line), and the BDD library operation cache ratio option is used instead. For more
information, see the section about BDD operation caches.

* BDD library operation cache ratio: The BDD library that is used maintains several internal
operation caches. This option can be used to set the ratio of the size of the operation caches of
the BDD library to the size of the node table of the BDD library. For instance, a ratio of 0.1
means that the sizes of the operation caches are 10% of the size of the node table. The operation
cache ratio must be in the range [0.01 .. 1000]. The default ratio is 1.0. This option has no effect if
the BDD library operation cache size option is enabled. For more information, see the section
about BDD operation caches.

* BDD debug max nodes: Internally, predicates are represented using Binary Decision Diagrams
(BDDs). This option control the maximum number of BDD nodes for which to convert a BDD to a
readable CNF/DNF representation for the debug output. The default is 10 nodes. The maximum
must be in the range [1 .. 2*' - 1]. The option can be set to have an infinite maximum (no
maximum), using option value inf. For more information, see the section about debug output.

* BDD debug max paths: Internally, predicates are represented using Binary Decision Diagrams
(BDDs). This option control the maximum number of BDD true paths for which to convert a BDD
to a readable CNF/DNF representation for the debug output. The default is 10 paths. The
maximum must be non-negative. The option can be set to have an infinite maximum (no
maximum), using option value inf. For more information, see the section about debug output.
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Specifications supported by data-based synthesis

The data-based supervisory controller synthesis tool supports a subset of CIF specifications. The
following restrictions apply:

* Only plant and requirement automata are supported. Automata with a supervisor kind, as well as
kindless/regular automata (without a supervisory kind) are not supported.
* Specifications without plant automata are not supported.

* Events not declared as controllable or uncontrollable are not supported. This includes the tau
event, both explicitly used on edges, as well as implicitly for edges without explicitly mentioned
events.

* The use of channels (events with data types) in requirements is not supported. That is,
requirements that send or receive (with or without data) are not supported.

* Only plant and requirement invariants are supported. Invariants with a supervisor kind, as well
as kindless/regular invariants (without a supervisory kind) are not supported.

» Continuous variables are not supported.

 Discrete and input variables are supported, but only if they have a boolean type, ranged integer
type (e.g. int[0..5]), or enumeration type. For integer types, ranges that include negative
integer values are not supported, and neither are ranges that include value 2,147,483,647.

* Discrete variables must have supported initial values. If explicit initial values are given, they
must be supported predicates (for boolean variables) or supported expressions as described
below (for all other variables).

» Constants, algebraic variables and algebraic parameters of components are supported as long as
their values are supported in the context where they are used (as described below).

* Automata with non-determinism for controllable events are not supported. That is, automata
that have locations with multiple outgoing edges for the same controllable event, with
overlapping guards (e.g. x > 1 and x < 4), are not supported. Note that this check is performed
on the linearized guards, and may therefore lead to false positives, as the check is an over-
approximation and guard overlap may be detected for unreachable states.

* Conditional updates (if updates), multi-assignments, and partial variable assignments are not
supported.

* I/O declarations are ignored. A warning is printed if a CIF/SVG input declaration is encountered.

* Annotations are ignored.
Only limited forms of predicates (for markers, invariants, initialization, guards, initial values of
boolean variables, right hand sides of assignments, etc) are supported. The supported predicates
are:

e Boolean literals (true, false).

 Discrete and input boolean variables (x, for x a discrete or input variable with a boolean type).

* Algebraic boolean variables with supported predicates as their values (x, for x an algebraic



variable with a boolean type).
* Boolean constants (x, for x a constant with a boolean type).
e Locations (aut.loc, for aut and automaton and loc a location of that automaton).
* The unary inverse operator (not) on a supported predicate.
* The binary logical conjunction (and) on two supported predicates.
* The binary logical disjunction (or) on two supported predicates.
* The binary logical implication (=>) on two supported predicates.
* The binary logical bi-conditional (<=>) on two supported predicates.

* The binary equality comparison (=) on two supported predicates, or on two supported integer or
enumeration expressions.

* The binary inequality comparison (!=) on two supported predicates, or on two supported
integer or enumeration expressions.

* The binary less than comparison (<) on two supported integer expressions.

* The binary less than or equal comparison (<=) on two supported integer expressions.

* The binary greater than comparison (>) on two supported integer expressions.

* The binary greater than or equal comparison (>=) on two supported integer expressions.

* Conditional expressions (if expressions) with supported guard and resulting value predicates.
* Switch expressions with supported control value and resulting value predicates.

* Any other valid CIF predicate (computation) that results in a boolean value, as long as the
computation is not too complex to be performed statically. That is, the computation must
essentially represent a fixed/constant value.

Here are some examples of computations that can be statically evaluated:

o {1} in {1, 2} (resultis true)
o [false, true][0@] (resultis false)
o ¢ - 1, for a constant c with value 4 (result is 3)
Here are some examples of computations that can not be statically evaluated:
o v = true for v a discrete variable. The computation results in different values for different
values of v.
o {v} 1in {1, 2} for v a discrete variable. The computation results in different values for

different values of v.

Only limited forms of integer and enumeration expressions (for binary comparisons, initial values
of variables, right hand sides of assignments, etc) are supported. The supported expressions are:

* An integer literal/value.

* An enumeration literal/value.

* Discrete and input integer/enumeration variables (x, for x a discrete or input variable with an



integer or enumeration type).

* Algebraic integer/enumeration variables with supported expressions as their values (x, for x an
algebraic variable with an integer or enumeration type).

 Integer/enumeration constants (x, for x a constant with an integer or enumeration type).
» +i for i a supported integer expression.

» -ifor i a supported integer expression.

* i + jforiand j supported integer expressions.

* i - jforiand j supported integer expressions.

* i div jand i mod j for i a supported integer expressions, and j a positive integer value, or a
computation that results in a positive integer value, as long as the computation is not too
complex to be performed statically. That is, j must essentially be constant.

* Conditional expressions (if expressions) with supported guard predicates and supported
resulting values.

* Switch expressions with supported control values and supported resulting values.

* Any other valid CIF expression (computation) that results in an integer value or an enumeration
value, as long as the computation is not too complex to be performed statically. That is, the
computation must essentially represent a fixed/constant value.

Here are some examples of computations that can be statically evaluated:

o 2 * 5 (resultis 10)
o floor(3.14) (result is 3)

o ¢ + 1, for a constant ¢ with value 2 (result is 3)
Here are some examples of computations that can not be statically evaluated:

o v - 1, for v a discrete variable. The computation results in different values for different
values of v.

o ceil(sqrt(-1.0)), since sqrt of a negative number results in a runtime error upon
evaluation.

Only limited forms of assignments are supported. The supported forms are:

* xb := p(with xb a boolean variable, and p a supported predicate, as described above)

* xi := ie (with xi a supported integer variable, and ie a supported integer expression, as
described above)

* xe := ee (with xi an enumeration variable, and ee a supported enumeration expression, as
described above)

Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to



increase the subset of CIF specifications that can be synthesized:

* Remove I/O declarations

» Eliminate component definition/instantiation

Additionally, the CIF specification is converted to an internal representation on which the synthesis
is performed. This conversion also applies linearization (product variant) to the edges. Predicates
are represented internally using Binary Decision Diagrams (BDDs).

Supported requirements

Three types of requirements are supported: state invariants, state/event exclusion invariants, and
requirement automata. For state invariants and state/event exclusion invariants, both named and
nameless variants are supported.

State invariants are global conditions over the values of variables (and locations of automata) that
must always hold. Such requirements are sometimes also called mutual state exclusions. Here are
some examples:

requirement invariant x != @ and not p.b;
requirement invariant x > 5;
requirement R1: invariant not(x = 1 and y = 1) or q.x = a;

requirement (x = Tand y=1)or (x=2andy =2);
requirement (3 <= x and x < =5) or (2<=yand y<=17);
requirement x = 1 =>vy > 2;

State/event exclusion invariants or simply state/event exclusions are additional conditions under
which transitions may take place for certain events. Here are some examples:

requirement invariant buffer.c_add needs buffer.count < 5;
requirement invariant buffer.c_remove needs buffer.count > 0;
requirement invariant button.on = 1 disables lamp.c_turn_on;
requirement invariant R3: buffer.c_remove needs buffer.count > 0;

requirement {lamp.c_turn_on, motor.c_turn_on} needs button.Off;
requirement p.x = 3 and p.y > 7 disables p.u_something;

Requirement automata are simply automata marked as requirement. They usually introduce
additional state by using multiple locations or a variable. The additional state is used to be able to
express the requirement. One common example is a counter. For instance, consider the following
requirement, which prevents more than three products being added to a buffer:

requirement automaton counter:
disc int[@..5] count = 0;
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requirement invariant count <= 3;

location:
initial;
marked;

edge buffer.c_add do count := count + 1;
end

Another common example is a requirement that introduces ordering. For instance, consider the
following requirement, which states that motor1 must always be turned on before motor2 is turned
on, and they must always be turned off in the opposite order:

requirement automaton order:
location on1:
initial;
marked;
edge motor1.c_on goto on2;

location on2:
edge motor2.c_on goto off2;

location off2:
edge motor2.c_off goto off1;

location off1:
edge motor1.c_off goto onl;
end

Besides the explicit requirements, synthesis also prevents runtime errors. This includes enforcing
that integer variables stay within their range of allowed values. This is essentially an implicit
requirement. For instance, for a CIF specification with a variable x of type int[0..5] and a variable
y of type int[1..3], requirement invariant @ <= x and x <= 5 and 1 <= y and y <= 3 is implicitly
added and enforced by the synthesis algorithm. In the resulting controlled system, no runtime
errors due to variables being assigned values outside their domain (integer value range) occur.

Early problem detection

The data-based synthesis tool checks the specification for common issues, for early detection of
problems that will lead to an empty supervisor. If such a problem is detected, a warning is printed
to the console. Among others, checks are included for no initial states/variables, no marked states,
and no states due to the state requirement invariants.

The tool also checks whether there are events that are never enabled in the input specification. If
such a problem is detected, a warning is printed to the console. Among others, checks are included
for events that are forbidden by automaton guards, event/state exclusion plant and requirement



invariants, and state plant invariants.

The tool furthermore checks for plant invariants or plant automata that reference requirement
state. If such a problem is detected, a warning is printed to the console. Among others, references in
guards, updates, invariant predicates, initialization predicates, marker predicates and initial values
for discrete variables are detected.

Resulting supervisor

If the supervisor has to restrict so much of the behavior of the uncontrolled system that no initial
state remains, the controlled system becomes empty. The data-based synthesis algorithm then ends
with an empty supervisor error, and no output CIF file is created.

If an initial state remains after synthesis, an output CIF file is created. The contents is the controlled
system. The controlled system is obtained by taking the input specification, and modifying it. The
requirement automata are changed to supervisor automata. Some or all of the requirement
invariants may be removed, depending on the simplifications that are applied. The remaining
requirement invariants are changed to supervisor invariants. An additional external supervisor
automaton is added. Also, depending on the simplifications that are applied, the requirement
automata may serve as monitors or observers for the external supervisor, or may actually impose
the requirement restrictions. An external supervisor is a supervisor automaton that adds
restrictions to the uncontrolled system (the plants), and potentially the requirement automata,
depending on the simplifications that are applied. The supervisor uses the same events as the
plants, and refers to plant and requirement locations and variables in its conditions.

By default, the resulting external supervisor automaton is put in the empty namespace, at the top
level of the resulting specification. That is, the supervisor automaton is not put in any groups. See
the namespace section for more information.

By default, the added supervisor automaton is named sup. Using the Supervisor name option (see
the options section), it is possible to specify a different name. Custom supervisor automaton names
must be valid CIF identifiers, i.e. they may consist of letters, digits, and underscores (_), but may not
start with a digit. If the resulting supervisor automaton has a name that conflicts with an existing
declaration, it is automatically renamed to have a non-conflicting name. In such cases, a warning is
printed to the console to inform the user.

The resulting supervisor has exactly one self loop edge for each of the controllable events in the
alphabet of the controlled system (which is equal to the alphabet of the uncontrolled system). These
self loops represent the possible conditions under which the supervisor allows the events to occur
in the controlled system. The exact predicates may vary, depending on the simplifications that are
applied.

If there are controllable events that are never enabled in the controlled system, a warning is
printed to the console. Enabling forward reachability ensures that warnings are also printed for
events that are only enabled in the unreachable part of the statespace. Disabling forward
reachability may lead to false negatives, i.e. such cases may not be reported.

The resulting supervisor may have an initialization predicate that restricts the states in which the



system may be initialized (may start), on top of the initialization constraints already present in the
uncontrolled system. For more information on this initialization predicate, see the section about
initialization.

The added supervisor automaton and all its elements do not have any annotations. The output
specification never has a controller properties annotation, even if the input specification has one.

Namespace

As indicated above, by default the resulting supervisor automaton is put in the empty namespace,
at the top level of the resulting specification. That is, the supervisor automaton is not put in any
groups.

It is possible to add a namespace to the entire resulting specification. That is, to put groups around
the original plants and requirements, the added supervisor automaton, etc. A namespace can be
added using the Supervisor namespace option (see the options section). By default, no additional
namespace is added.

By adding a namespace around the entire resulting specification, the synthesis result can be easily
merged with for instance a simulation model. The added namespace ensures that there are no
naming conflicts between the plants of the simulation model and the similarly original plants. The
events are not put in the new namespace, but are instead kept in their original place, wrapped in
groups as necessary to keep their original identities (absolute names). This ensures that it remains
possible to connect (merge) the events of the synthesis output with the events of the simulation
model.

The namespace specified using the option, must consist of one or more valid CIF identifiers,
separated by dots (.). Valid CIF identifiers consist of one or more letters, digits, and underscores (_),
but may not start with a digit. As an example, consider namespace a.b. A group b is wrapped
around the entire synthesis result, and a group a is wrapped around group b. Group a is then the
new synthesis result.

If a part of the namespace has the same name as an event that remains in its original place, this
leads to a conflict, and synthesis fails. If the namespace does not conflict, but is non-empty (it
contains an event or it contains a group that contains an event), synthesis also fails.

BDD representation in CIF

Internally, predicates are represented using Binary Decision Diagrams (BDDs). The supervisor that
is the output of synthesis, contains several predicates as well. For instance, it has self loops with
guard predicates, and it may have an initialization predicate. The predicates represented as BDDs
need to be represented as CIF predicates. There are multiple approaches to do this, and the BDD
output mode option (see the options section), can be used to configure the approach to use.

The first approach, which is also the default approach (named normal), is to use either Conjunctive
Normal Form (CNF) or Disjunctive Normal Form (DNF) predicates. Both a CNF predicate and a DNF
predicate are created and the smallest one is used. If they have the same size, the CNF predicate is
used. This approach has as benefit that for relatively small predicates (usually for small systems),
the CIF predicates are often intuitive, and can easily understood. The downside is that for larger
systems, the CIF predicates often grow exponentially in size.
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The second approach (named cnf) always uses the CNF representation. The third approach (named
dnf) always uses the DNF representation. Selecting one representation, when the other blows up
exponentially, can prevent long running times and out-of-memory errors. But, knowing which one
to select can be challenging, as this typically depends on the model being synthesized.

The fourth approached (named nodes), is to represent the internal BDD nodes directly in CIF. The
BDD is then more or less coded directly in CIF, using some constants and algebraic variables, and is
evaluated using a BDD evaluation function. The benefit is that for larger systems, this
representation remains relatively small, and at the very least doesn’t blow up nearly as much as the
CNF and DNF representations. The downside to this approach, is that it leads to a supervisor that
can not be easily understood by inspecting it. For this approach, several objects are created in the
top level scope of the CIF specification. The names of these declarations all share a common prefix.
The default prefix is bdd, but it can be changed using the BDD output name prefix option (see the
options section). No existing declarations, whose names start with that prefix, should be present in
the top level scope of the specification.

Predicate simplification

The data-based synthesis algorithm computes various predicates, such as the conditions under
which the controllable events may take place in the controlled system, and the initialization
predicate of the controlled system. These predicates are included in the supervisor that results from
synthesis.

However, if the controlled system imposes the exact same restrictions as the uncontrolled system,
there is no need to list the full conditions in the supervisor, as the plants already define that
behavior. The supervisor imposes no additional restrictions with respect to the plants, and it
suffices to use true as condition for the supervisor to make that explicit.

There are several predicates in the synthesis result that can be simplified under the assumption of
conditions that are already present in the input specification. In some cases this leads to
smaller/simpler supervisor representations. In other cases it gives insight, indicating that the
supervisor does not impose any additional restrictions. The following simplifications are available:

Option value Def Predicate May be simplified assuming
aul
t
guards-plants yes Supervisor guards of Plant guards, for the matching events
controllable events
guards-req-  yes Supervisor guards of State/event exclusion requirement invariants
auts controllable events derived from the requirement automata, for the

matching events

guards-se- yes Supervisor guards of State/event exclusion plant invariants from the

e_xcl—plant— controllable events input specification, for the matching events
invs



Option value Def Predicate May be simplified assuming

aul
t
gua rds—sej yes Supervisor guards of State/event exclusion requirement invariants
excl-req-invs controllable events from the input specification, for the matching
events
gua rds?state— yes Supervisor guards of State plant invariants from the input
plant-invs controllable events specification
gua FQS‘State' yes Supervisor guards of State requirement invariants from the input
req-1nvs controllable events specification (includes the range requirement
invariants added by the synthesis algorithm)
guards-ctrl- yes Supervisor guards of Controlled behavior as computed by synthesis
beh controllable events
initial- yes Initialization predicate of  Initialization predicate of the uncontrolled
unctrl the controlled system system
initial- yes Initialization predicate of  State plant invariants from the input
state-plant- the controlled system specification

invs

Which simplifications should be performed, can be specified using the BDD predicate simplify
option (see the options section).

The table above lists in the first column, the option values to use for each of the simplifications, on
the command line. The names given in the first column should be combined using commas, and
used as option value. The simplifications that are specified using the option replace the default
simplifications (see the second column of the table). However, it is also possible to specify additions
and removals relative to the default simplifications, by prefixing simplifications (from the first
column) with a + or - respectively. Replacements (no prefix) may not be combined with
additions/removals (+ or - prefix). Specifying a simplification twice leads to a warning being
printed to the console. Adding a simplification that is already present or removing a simplification
that is not present, also leads to a warning being printed.

In the option dialog, each of the simplifications can be enabled or disabled using a checkbox.

The second column indicates for each simplification whether it is enabled by default. By default, all
simplifications are enabled. The third column indicates the predicate in the synthesis result that
can be simplified. The fourth column indicates under the assumption of which predicate the
simplification is applied.

The simplification algorithm is not perfect, and may not simplify the predicates as much as could
potentially be possible.

When simplifying with respect to state requirement invariants, the supervisor no longer enforces
those requirements, as they are assumed to already hold. As such, the simplification prevents such
invariants from being removed from the resulting CIF specification. This applies to some of the
other simplifications as well. For instance, the simplification over state/event exclusion
requirement invariants leads to them being part of the output as well. This may affect whether



other tools can handle the resulting supervisor model as input, depending on what kind of features
they support. In particular, for code generation, simplification of the guards with respect to the
state requirement invariants may need to be disabled.

Forward reachability

Data-based synthesis essentially works by computations that involve predicates that partition the
entire state space into states that satisfy a property or don’t satisfy a property. For instance, a
marker predicate may indicate which states of the state space are marked. All other states are thus
not marked.

The main computations performed during synthesis involve reachability computations. For
instance, from which states is it possible to reach a marker state? This form of reachability is called
backward reachability, as it starts with some target (e.g. marked states), and goes backwards to find
all states from which the target can be reached. Backward reachability can lead to states that could
never be reached from an initial state, even in the uncontrolled system. This leads to two separate
issues.

The first issue is about unintuitive resulting supervisor guards. The resulting supervisor forbids
certain transitions, by restricting controllable events. It among others forbids transitions that end
up in states from which no marked state can be reached. However, if those forbidden states can
never be reached from an initial state, there is no reason to restrict the controllable events in such
cases. The guards of the resulting supervisor then appear to restrict the controllable events, while
in fact the guard doesn’t impose a restriction for the controlled system. The supervisor simply
doesn’t have the necessary information to know this.

The second issue is about performance. Expanding unreachable states during backward
reachability takes time and costs memory, while it has no useful effect on the resulting controlled
system.

The use of forward reachability can be a solution to both problems. Forward reachability starts
with the initial states, and adds states reachable via one transitions, then via two transitions, then
via three transitions, etc (although it may not be a breadth-first search, as it is configurable). This is
repeated until all reachable states are found.

By combining both forward and backward reachability, the supervisor knows about states that
exist in the uncontrolled system (due to forward reachability) and about states that it should forbid
(due to backward reachability). This leads to the supervisor only restricting transitions that are
strictly necessary. However, both when using forward reachability and when not using it, the
synthesized supervisor is safe, non-blocking, and maximally permissive. It is only the guards that
are more complex than they might need to be, if forward reachability is not used. More complex
guards are often less readable, and potentially more expensive to implement in an actual
controller.

By combining both forward and backward reachability, parts of the state space that are not
relevant may not have to be expanded (as much), which may improve performance. However,
computing the forward reachability may also take time and cost memory, thus reducing
performance.



It depends on the specification being synthesized whether enabling forward reachability increases
or decreases performance. It also depends on the specification whether there is any benefit to using
forward reachability for the guards of the supervisor. Forward reachability is disabled by default. It
can be enabled using the Forward reachability option (see the options section). The order in which
the edges of the specification are considered during reachability computations also influences the
performance (see the edge order section), as does the edge granularity.

Fixed-point computations order

Data-based synthesis essentially works by computations that involve predicates that partition the
entire state space into states that satisfy a property or don’t satisfy a property. For instance, a
marker predicate may indicate which states of the state space are marked. All other states are thus
not marked.

The main computations performed during synthesis involve reachability computations. For
instance, from which states is it possible to reach a marker state? To compute the states that can
reach a marker state, the marker predicate of the input specification is used. The marker predicate
indicates the states that are themselves marked. Then, the states are calculated that can reach one
of those marked states, via a single transition. They are put together, to form the states that are
marked or can be marked after one transition. By taking another such step, we can add the states
that can reach a marked state via two transitions. We then have all states that can reach a marked
state via zero, one, or two transitions. We can repeat this until no new states are found, which is
called reaching a fixed point. The order in which transitions are considered and states are found
may however not be exactly as described, as it is configurable.

The form of reachability described above is called backward reachability, as it starts from some
target (e.g. marked states), and goes backwards to find all states from which the target can be
reached. Conversely, forward reachability starts from the initial states, and adds states reachable
via transitions until all reachable states are found.

Multiple fixed-point reachability computations are performed during synthesis:

* Computing the non-blocking states: The non-blocking states are those states that can reach a
marked state. They are computed by a backward reachability computation, starting from the
marker predicates. This computation is mandatory, to ensure that a valid supervisor is
computed.

* Computing the controllable states: The controllable states are those states where only
controllable events are restricted. They are computed by inverting the result of a backward
reachibility computation over only the uncontrollable events, starting from the bad states. This
computation is mandatory, to ensure that a valid supervisor is computed.

* Computing the reachable states: The reachable states are those states that can be reached from
an initial state. They are computed by a forward reachability computation, starting from the
initial states. Performing a forward reachability computation is optional, and can be enabled or
disabled.

The enabled fixed-point computations are repeated until an overall fixed point is reached.
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The order in which the different fixed-point computations are performed has no effect on the
correctness of the resulting supervisor. However, it can have a significant impact on the
performance of synthesis. For instance, if a model has a limited set of initial states and not many
states can be reached via forward reachability, then computing the reachable states first may be
beneficial. The limited set of reachable states may then impact a subsequent non-blocking
computation, which only needs to consider those reachable states, which could reduce the effort
needed to complete the computation. It may also reduce the size of the predicates produced during
the fixed-point computation, which may reduce the amount of memory required to complete the
computation and subsequent computations. However, if there are many initial states and the set of
marked states is much smaller, the inverse may be true, and it could be better to start with the non-
blocking computation. The best order, the order that gives the best performance, depends on the
specification being synthesized.

By default, the non-blocking states computation is performed first, then the controllable states
computation, and lastly the reachable states computation (if enabled). The order in which the fixed-
point computations are performed can be configured using the Fixed-point computations order
option. When specifying the value of the option on the command line, specify nonblock for the non-
blocking states computation, ctrl for the controllable states computation, and reach for the
reachable states computation, in the desired order, joined by dashes. For instance, specify ctrl-
reach-nonblock or reach-ctrl-nonblock. Note that all three fixed-point computations must be
included when specifying their order, regardless of whether they are all enabled or not.

Besides the order of the fixed-point computations, enabling or disabling the forward reachability
computation can also have a significant impact on the synthesis performance.

Input variables

Data-based synthesis supports input variables. The model itself doesn’t specify which value an
input variable has at any given moment. Input variables can thus have any value (as long as it fits
within the data type of the variable), and the value can change at any time. Input variables are
ideal to model sensors.

To support this for data-based synthesis, the input variable is treated as a discrete variable with an
arbitrary initial value. To allow the input variable to arbitrarily change, an uncontrollable event is
added (with the same absolute name as the input variable). Also, a single edge is added for that
event. The edge is always enabled (guard true, since the input variable can always change value),
and the update indicates that it can get any value that it doesn’t currently have (x+ != x for x an
input variable, with x the value of the variable before the update, and x+ the value of the variable
after the update). Obviously, the value of the input variable is kept within the range of values that is
allowed by its data type.

Using synthesis with requirements that restrict the allowed values of an input variable will result
in an empty supervisor, as a supervisor can’t prevent the environment from changing the value of
the input variable (it would have to restrict the uncontrollable event that is internally added to
model value changes of the input variable). A supervisor can however impose additional
restrictions on the initial value of an input variable. The supervisor can then only guarantee safe,
non-blocking behavior if the system is initialized in accordance with the additional initialization



restrictions.

Initialization

The data-based synthesis algorithm ensures that in the controlled system, the state requirement
invariants hold in all reachable states. It also ensures that in the controlled system, for all
transitions from reachable states, the events only occur if the requirement automata and
state/event exclusion invariants allow them.

The synthesis algorithm does not restrict any uncontrollable events. Instead, such restrictions are
propagated backwards to the source state of the edge with the uncontrollable event, and from there
to the transitions that lead to the source state, etc. They are propagated backwards until an edge
with a controllable event is encountered (for which the guard can be restricted) or the initial state
is reached (and the initialization predicate can be restricted).

If a variable in the uncontrolled system has a single initial value, and the initialization predicate is
restricted to not allow this initial value, initialization will be impossible, causing an empty
supervisor error. For discrete variables with multiple potential initial values, the synthesis
algorithm may restrict initialization to disallow certain initial values, while still leaving possibilities
for initialization. For discrete variables declared to initially have an arbitrary initial value, as well
as for input variables, the synthesis algorithm essentially determines under which conditions the
system can be started, and still exhibits only safe, non-blocking behavior.

If the controlled system requires more strict initialization than the uncontrolled system, an
additional initialization predicate is added to the resulting supervisor. The exact predicate may
differ, depending on the simplifications that are applied.

Performance

There are quite a few factors that influence the performance of data-based synthesis. Here are
some of those factors, which affect both the time it takes to complete a synthesis and the memory
that is used for it:

* Obviously, the actual model that is used has a large impact. A model with more variables often
has to longer synthesis time and requires more memory. However, the predicates that are used
may also significantly impact performance.

* The modeling style used when modeling the plants and requirements can also have a significant
impact on the performance. See for instance these suggestions.

» Several options of the data-based synthesis tool impact its performance. A list of such option is
given below.

If you run out of memory, here are some potential solutions:

* Increase the memory available to the synthesis tool. For more information, see the page of the
Eclipse ESCET general toolkit documentation on resolving performance and memory problems.


https://eclipse.dev/escet/v8.0-M1/performance/index.html

* Decrease the size of the BDD operation caches, to make sure more memory remains available
for the actual data used during synthesis. While decreasing the size of caches may increase the
synthesis time, it is better to be able to synthesize a supervisor in a longer time than to not be
able to synthesize it at all.

Performance-related options

The following options have an effect on the performance of data-based synthesis:

Kin Option Section Effect Choose
d
Inp State State Impacts the up- Complex trade-off between different
ut requirement requirement front effort, size of effects, depends on the model
invariant invariants the controlled
enforcement behavior, number

of iterations to
reach fixed points,
and the post-
synthesis effort

Inp Edge Edge Impacts the size of Choose the best representation, depends
ut  granularity granularity the edge on the model

representations,

size of the

controlled

behavior, number
of iterations to
reach fixed points,
and the post-
synthesis effort

Out BDD output  BDD Representation of  Use nodes output variant for best
put mode representatio BDDs in the output performance

n in CIF model
Out BDD predicate Predicate Potentially smaller Enable for smaller output, although
put simplify simplification BDDs in the output simplification itself also takes time

Ord Fixed-point Fixed-point Better order for less Choose the best ordering, depends on
er computations computations computationsand the model
order order smaller BDD
representations

Ord Exploration  Edge order Better order for less The saturation strategy likely gives best
er strategy computations and performance

smaller BDD

representations
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BDD initial
variable
ordering

BDD hyper-
edge creation
algorithm

BDD DCSH
variable
ordering
algorithm

BDD FORCE
variable
ordering
algorithm

BDD sliding
window
variable
ordering
algorithm

BDD sliding
window size

BDD advanced
variable
ordering

Edge order for
backward
reachability

Edge order for
forward
reachability

BDD library
initial node
table size

Section

Initial
variable
orders

Automatic
variable
ordering

Automatic
variable
ordering

Automatic
variable
ordering

Automatic
variable
ordering
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variable
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Advanced
variable
ordering
configuration

Edge order

Edge order

Statistics

Effect

Better order for
smaller BDD
representations

Better order for
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representations

Better order for
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representations

Better order for
smaller BDD
representations

Better order for
smaller BDD
representations

Better order for
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representations

Better order for
smaller BDD
representations

Better order for less
computations and

smaller BDD
representations

Better order for less
computations and

smaller BDD
representations

More storage for
less resizes

Choose

Choose the best ordering, depends on
the model, (reversed) model/sorted
usually good choices, custom order
allows for best performance

Choose the algorithm that produces the
best order, depends on the model

Enable for automatic ordering

Enable for automatic ordering

Enable for automatic ordering

Larger windows might allow for more
optimization, but take more time

Choose the best ordering, depends on
the model

Choose the best order, depends on the
model, custom order allows for best
performance

Choose the best order, depends on the
model, custom order allows for best
performance

Increase size for less resizes, at the cost
of less memory locality



Kin Option Section Effect Choose

d
Lib BDD library  BDD operation Increase cache for Enable, larger costs more memory,
rar operation cache less computations larger leads to less memory locality,
y  cache size/ratio depends on model
size/ratio
Alg Forward Forward Explore only Enable to reduce state space, although
orit reachability = reachability = reachable state calculation itself may also be expensive,
hm space depends on model

Deb Output mode Debugoutput Debug outputon Disable for better performance
ug console

Deb BDD debug Debug output Size of predicates  The smaller, the less blowup, the better

ug max in debug output the performance

nodes/paths
Deb Statistics Statistics Statistics output on Disable for better performance
ug console or to file
Wa Event Early problem Warning for never Disable for better performance
rni warning detection and enabled events
ngs Resulting

supervisor

Wa Plants Early problem Warning for plants Disable for better performance
rni referencing detection that reference
ngs requirements requirement state

warnings

The first column categorizes the different options a bit, for different kind of options. The second
column lists the different options. The third column indicates in which section of the data-based
synthesis tool documentation you can find more information about that option. The fourth column
indicates the effect of the option. The fifth column indicates what to choose for the option, for best
performance, although a trade-off may be involved.

Edge granularity

To prepare for synthesis, the data-based synthesis tool first linearizes the specification. This
essentially combines the edges of the various automata in different ways, to form new self-loop
edges that are then part of a single location of a single automaton. After that, each such linearized
edge is converted to a Binary Decision Diagram (BDD) representation, a symbolic representation of
the edge that allows efficient computations. The BDD representations of the edges are then used to
perform the actual synthesis.

However, using the linearized edges 'as is' doesn’t always give the best synthesis performance. It
may be beneficial to combine some linearized edges together, to form a single combined edge. This
combined edge may have a smaller BDD representation than the original edges from which it was
combined, reducing memory usage during synthesis. The combined edge may also lead to faster



convergence for reachability computations, reducing both memory usage and synthesis time.
However, the effect depends on the particular model being synthesized, and combining edges can
also lead to an increase in memory usage and synthesis time. Furthermore, the synthesis
performance may also be affected by the order in which the edges are considered during
reachability computations, and whether or not forward reachability is used.

The edge representation to use for synthesis can thus be more granular (more edges) or less
granular (less edges). The following granularities are supported:

* Per edge: Allow each event to have multiple edges. Essentially, the linearized edges are used 'as
is".

» Per event: Ensure each event has exactly one edge. Essentially, for each event, the linearized
edges are merged together to form a single edge for that event.

The granularity can be configured using the Edge granularity option (see the options section). By
default, the 'per event' edge granularity is used.

Linearization and non-determinism

The CIF data-based synthesis tool uses the linearize-product variant of linearization, as this variant
ensures that all behavior of the specification is preserved. After having merged the edges for a
certain event together into a single event, one may wonder whether the result is then the same as
would have been obtained by the linearize-merge variant of linearization. This is indeed the case in
many situations, but there are exceptions.

If two linearized edges (as obtained by linearize-product) have overlapping guards, they can be
enabled at the same time, and we therefore have to deal with this non-determinism. If the edges
then have different updates, we get to the exceptional case. In such cases, linearize-merge will
choose one of the updates, while the approach for merging edges on BDD representation as is used
for 'per event' edge granularity will allow both updates. Note that there is no way in CIF to
represent such merged edges as a single CIF edge, but such edges can be represented using BDDs.

Example

As an example, consider two linearized edges, obtained by linearize-product:

e when x <= 4 do x := x + 1

x -1

e when x >= 4 do x :

When we combine them, we first combine their guards using or. This gives us x <= 4 or x >= 4,
which can be simplified to true. This is a good example of how combining edges may simplify them,
reducing their memory usage.

We then also combine their updates, where we distinguish 3 cases:

* Case 1 (the first guard holds, the second one doesn’t): Here x <= 4 and not x >= 4, whichis x <=
4 and x < 4, which is just x < 4. As only the first edge is enabled, we get that if guard x < 4
holds, then update x := x + 1should be applied.

* Case 2 (the second guard holds, the first one doesn’t): Here not x <= 4 and x >= 4, whichisx > 4
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and x >= 4, which is just x > 4. As only the second edge is enabled, we get that if guard x > 4
holds, then update x := x - 1should be applied.

* Case 3 (both guards hold): Here x <= 4 and x >= 4, which is just x = 4. As both edges are
enabled, we get that if guard x = 4 holds, then either of the updates may be applied.

Case 3 can not be directly represented as an update of a single edge of a CIF model, as on a single
edge, even using if updates, we can not perform two different updates on the same variable. This is
a good example of how the updates can become more complex, as we need to distinguish various
cases, and relate the updates to the guards and combinations of guards, which may be more
complex then the original edges that were combined.

Edge order

Data-based supervisor synthesis involves many reachability computations to determine which
states can be reached from which other states (forward reachability), or which states can reach
which other states (backward reachability). This involves repeatedly following edges to find those
states, using a fixed point computation.

Synthesis does not directly use the edges from the model. It applies linearization and then uses the
edges from the linearized model. Edges are internally also added to support input variables during
synthesis. Furthermore, edges may be combined to form less granular edges, before they are used
for reachability computations.

During reachability computations the edges are then considered one by one to find more reachable
states. As long as new states are found, the edges will keep being followed. Once it is clear that
considering edges no longer leads to finding new states, a fixed point has been reached and the
computation stops.

The order in which the edges are considered for such computations has no effect on the final fixed
point result. The order can however significantly influence the performance of supervisor
synthesis. For instance, consider that there are dozens of edges and from the already discovered
states there is only one edge that leads to more states being found. Then considering that one
particular edge first will immediately lead to more states being found. Considering other edges first
will lead to wasted computations, as they won’t find any new states.

Besides finding or not finding new states, which new states are found first and in what order may
also influence performance. It may lead to smaller or larger intermediate BDD representations of
predicates. See the section about BDD variable order for more information.

Three approaches
There are three approaches that determine the order in which edges are considered:
* Fixed order:

A fixed order is determined upfront, before any reachability computations. Each of the edges is
considered in that fixed order, one after the other. Regardless of whether an edge leads to new
states being found or not, the search always continues with the next edge from the fixed order.



Each edge is applied to all reached states, including those of the previously applied edges. After
the last edge has been considered, the first edge is considered again, then the second one, etc.
This way of applying edges is known as the chaining strategy for reachability computation. A
fixed point is reached once:

o All edges have been considered at least once.
o Since all edges have last been considered, no new states were found.

» Workset algorithm:

The order in which the edges are considered is dynamic, rather than fixed. The algorithm also
follows the chaining exploration strategy, and works as follows:

o Initially, all edges are in a workset.
o While the workset is not empty:

= Select an edge from the workset. In principle any edge may be selected, but using a
smart heuristic improves performance.

= Use the selected edge to find new states, repeatedly, until it no longer has an effect (no
longer finds new states).

= If any new states were found using the selected edge (it had an effect), add the
dependencies of that edge to the workset. The dependencies of an edge are those other
edges that may be enabled after using it.

= Remove the selected edge from the workset.

The workset algorithm can only be used in combination with a 'per event' edge granularity. The
workset algorithm can not be used when duplicate events are allowed in a custom edge order.

e Saturation:

Saturation is a strategy for BDD-based symbolic reachability computations that exploits locality
of the edges that are considered. The edges to consider are sorted on the top-most BDD variable
of their BDD representations. The order of edges with the same such top-most BDD variable is
determined based on the configured order. The saturation algorithm then uses this order to
saturate the BDD representation of the set of reachable states from the bottom up. This is done
by first applying edges over the lowest part of the BDD until they no longer lead to new states,
and then gradually go upward in the sorted edge order until saturation is reached for all edges.
Saturation thereby tries to reduce blow-ups of BDDs at intermediate points during reachability
computations, which can sometimes be observed with other exploration strategies, like
chaining.

The saturation strategy can not be used when duplicate events are allowed in a custom edge
order.

Which approach to use during synthesis, can be configured using the Exploration strategy option
(see the options section). Saturation is used by default.

Which approach works best depends on the model, and this may involve a trade-off. The workset
algorithm may reduce the maximum amount of memory used during synthesis, compared to using



a fixed order. However, this often comes at the cost of extra computations that require more time,
especially if edges have many other edges as their dependencies. Saturation generally works best.

Configuring the order

The order in which the edges are considered when a fixed order is used, is determined by the Edge
order for backward reachability and Edge order for forward reachability options (see the options
section). If the workset algorithm is used, the edges in the workset are ordered according to the
configured order. The configured order may therefore also influence the order in which edges are
selected by the workset algorithm’s edge selection heuristics. And if saturation is used, the
configured edge order determines the order of the edges with the same top-most BDD variable.

Several predefined orders exist, and it is also possible to define a custom order. By default, the
model ordering is used for both backward and forward reachability computations. The following
orders can be used:

* model ordering (option value model)

The order of the edges is as they occur in the linearized model. Edges for input variables are
always put after the other edges, sorted based on the variable order. Edges are considered
exactly once per reachability iteration.

* reverse model ordering (option value reverse-model)

The order of the edges is as they occur in the linearized model, but reversed. Edges for input
variable are thus always put before the other edges, sorted based on the reversed variable
order. Edges are considered exactly once per reachability iteration.

* sorted ordering (option value sorted)

The order of the edges is based on the names of their corresponding events and input variables.
They are sorted alphabetically in ascending order, based on their absolute names. In case edges
are labeled with the same event, the edges are ordered based on the linearized model order.
Edges are considered exactly once per reachability iteration.

* reverse sorted ordering (option value reverse-sorted)

The order of the edges is based on the names of their corresponding events and input variables.
They are sorted alphabetically in descending order, based on their absolute names. In case
edges are labeled with the same event, the edges are ordered based on the reversed linearized
model order. Edges are considered exactly once per reachability iteration.

* random ordering (option value random or random: SEED)

The edges are ordered randomly. If no seed is specified, a random seed is used, resulting in a
random random order. If a seed is specified, a fixed random order is used. That is, using the
same seed again, results in the same random order. The SEED must be an integer number in the
range [0 .. 2% - 1]. For instance, use random: 123 as option value to get a random order that can be
repeated on a subsequent synthesis for the same model.

* custom ordering



Custom orders consist of absolute names of events and input variables. That is, for an
automaton a, with an event x, the absolute name of the event is a.x. In case edges are labeled
with the same event, the edges are ordered based on the linearized model order. The *
character can be used as wildcard in those names, and indicates zero or more characters. In
case of multiple matches, the matches are sorted alphabetically in ascending order, based on
their absolute names.

Multiple names can be separated with , characters. The edges and input variables matching the
name pattern before the , are ordered before the edges and input variables matching the name
pattern after the ,.

Each name pattern in the order must match at least one event or input variable. Every event
and input variable needs to be included in the order.

By default, an event or input variable may not be included more than once in the order. This
allows detecting accidental duplicate inclusion of events in the order. It can however be useful
to include events multiple times in the order, for instance if for some model considering the
event twice leads to immediately finding a new state during the reachability operation, while
this would otherwise only be found in the next iteration. To allow events to be included
multiple times in the custom order, use the Edge order duplicate events option (see the options
section). This option applies to both the backward and forward edge order.

Determining the best edge order is difficult as it can be tricky to predict which edges will lead to
finding new states and quickly reaching the fixed point result. When in doubt, keep the default
values of the options. If you specify a custom edge order for backward reachability, typically the
reverse order is a decent order for forward reachability, and vice versa.

BDD variable order

Internally, data-based synthesis represents predicates using Binary Decision Diagrams (BDDs). CIF
variables and automata are represented using one or more boolean variables (also called BDD
variables or bits). For instance, a boolean CIF variable is represented using a single boolean/BDD
variable, and a CIF variable of type int[0..8] is represented using four boolean/BDD variables (9
possible values, 1og,(9) = 3.17). For each automaton with two or more locations, a location pointer
variable is created, that represents the current or active location of that automaton. For instance,
an automaton with three locations is represented using two boolean/BDD variables. Two
boolean/BDD variables can represent 2% = 4 values, so one value is not used.

The CIF variables and location pointer variables for the automata (together called synthesis
variables) can be ordered. This ordering can significantly influence the performance of synthesis.
Synthesis variables that have a higher influence on the result of predicates (simply put, occur more
frequently in predicates) should generally be put earlier in the ordering. Furthermore, in general,
strongly related synthesis variables (e.g. by comparison, integer computation, or assignment)
should be kept closely together in the order. For two synthesis variables x and y, examples of
predicates that introduce relations are x = y (by comparison) and 5 < x + y (by integer
computation), and examples of assignments that introduce relations are x := y and x := y + 1
(both by assignment).
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In certain cases, it is not only possible to order the BDD variables per synthesis variable, but also to
interleave the BDD/boolean variables of some synthesis variables. This can significantly influence
the performance of synthesis. Generally, strongly related synthesis variables should be interleaved.

For each CIF variable and location pointer, two synthesis variables are created, one storing the
old/current value (before a transition), and one storing the new value (after a transition). For a
single CIF variable or location pointer, the old and new synthesis variables are always kept
together, and interleaved. The old synthesis variable is also always before the new synthesis
variable.

For more information on variable ordering and its influence on performance, see Chapter 3 of
[Minato (1996)].

The following additional information is available on variable ordering configuration through
options:
» Variable ordering options
* Basic
o Initial variable orders
o Automatic variable ordering
* Advanced

o Advanced variable ordering configuration

Variable ordering options

The variable ordering used by the CIF data-based synthesis tool can be configured through options.
There are two ways to configure variable ordering:

* Basic configuration using basic options.

* Advanced configuration using an advanced option.
These options allow configuring the variable order to one of several predefined orders, or to a
custom variable order. Manually specifying a custom order often requires specialist knowledge and
can take quite some time. Luckily, there are algorithms that can automatically compute a decent

variable order by improving an existing variable order. The algorithms to apply, and their settings,
can be set using options as well.

The following basic options are available for basic configuration of variable ordering:

BDD initial variable ordering

BDD hyper-edge creation algorithm

BDD DCSH variable ordering algorithm

BDD FORCE variable ordering algorithm

BDD sliding window variable ordering algorithm

BDD sliding window size



For more information on the use of these basic options, see:

« Initial variable orders

* Automatic variable ordering
For more flexibility, variable ordering can instead be configured using an advanced option:
* Advanced variable ordering configuration

Variable ordering may be configured using either the basic options or using the advanced option. It
is not supported to configure variable ordering using both basic and advanced configuration at the
same time.

Initial variable orders

The CIF data-based synthesis algorithm features several predefined initial BDD variable orders, and
it is also possible to define a custom order.

For basic configuration, the initial order of the boolean/BDD variables can be configured using the
BDD initial variable ordering option (see the options section). By default, the sorted order is used as
initial variable ordering. The following predefined initial orderings can be used:

* model ordering without interleaving (option value model)

The order of the synthesis variables is as they occur in the model. A location pointer, for an
automaton with two or more locations, is put before the variables declared in that automaton.

No synthesis variables are interleaved, except for each old variable with its corresponding new
variable.

* reverse model ordering without interleaving (option value reverse-model)

The order of the synthesis variables is as they occur in the model, but reversed. A location
pointer, for an automaton with two or more locations, is put after the variables declared in that
automaton, in this reverse order.

No synthesis variables are interleaved, except for each old variable with its corresponding new
variable. The old variables are still before the new variables; this is not reversed.

* sorted ordering without interleaving (option value sorted)

The order of the synthesis variables is based on the names of the variables and automata. They
are sorted alphabetically in ascending order, based on their absolute names.

No synthesis variables are interleaved, except for each old variable with its corresponding new
variable.

* reverse sorted ordering without interleaving (option value reverse-sorted)

The order of the synthesis variables is based on the names of the variables and automata. They
are sorted alphabetically in descending order, based on their absolute names.



No synthesis variables are interleaved, except for each old variable with its corresponding new
variable. The old variables are still before the new variables; this is not reversed.

random ordering without interleaving (option value random or random: SEED)

The variables and automata are ordered randomly. If no seed is specified, a random seed is
used, resulting in a random random order. If a seed is specified, a fixed random order is used.
That is, using the same seed again, results in the same random order. The SEED must be an
integer number in the range [0 .. 2** - 1]. For instance, use random:123 as option value to get a
random order that can be repeated on a subsequent synthesis for the same model.

No synthesis variables are interleaved, except for each old variable with its corresponding new
variable.

custom ordering

Custom orders consist of absolute names of variables and automata. That is, for an automaton a,
with a discrete variable x, the absolute name of the variable is a.x. The * character can be used
as wildcard in those names, and indicates zero or more characters. In case of multiple matches,
the matches are sorted increasingly on their absolute names, and interleaved.

Multiple names can be separated with ; characters. The synthesis variables matching the name
pattern before the ; are ordered before the synthesis variables matching the name pattern after
the ;. The ; separator does not introduce interleaving. The , separator can be used instead of
the ; separator to introduce order but also introduce interleaving.

Each name pattern in the order must match at least one variable or automaton. A variable or
automaton may not be included more than once in the order. Every variable and automaton
(with two or more locations) needs to be included in the order. It is not possible to specify new
variables, as they are always directly after their corresponding old variables, and they are
always interleaved.

For instance, consider two automata: a and b, each with three variables of type int[0..3]: x1, x2,
and x3. The automata have three locations each, so location pointers are created for them. We
thus have six discrete variables: a.x1, a.x2, a.x3, b.x1, b.x2, and b.x3, and two location pointer
variables: a and b. Consider the following custom order: b*;a.x3,3.x1;a.x2,a. Pattern b* matches
location pointer variable b as well as the three discrete variables of automaton b (b.x1, b.x2, and
b.x3). They are ordered in increasing alphabetic order, and are interleaved. Variables a.x3 and
a.x1 are also interleaved, with a.x3 before a.x1. Finally, variable a.x2 is ordered before the
location pointer for automaton a, and they are interleaved as well. This results in the following
boolean/BDD variable ordering, with bits whose name ends with + representing bits of new
variables rather than current/old variables, and x#0 representing bit zero of variable x:

b#0
b+#0
b.x14#0
X1+10
X240
X2+1#0

b
b
b
b.x3#0



b.x3+#0

X1
XT+#1
X281
X2+
.X3#1
X3+

.X3#0
.X3+1#0
X140
XT1+#0
X381
X3+
X1
XT+#1
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a.x2#0
a.x2+4#0
atto
a+o
a.x2#1
a.x2+#1
a#fl
a+#1

For advanced configuration, see the separate section on advanced variable ordering configuration.

Automatic variable ordering

The CIF data-based synthesis tool’s predefined initial variable orders are often not optimal
performance-wise. Manually specifying a custom order often requires specialist knowledge and can
take quite some time. Luckily, there are algorithms that can automatically compute a decent
variable order.

The algorithms all take an existing variable order as input, and try to improve it using a fast
heuristic. Some algorithms search for a local optimum. A better input variable order may then
result in a better final variable order (a better local optimum), and may also speed up the automatic
variable ordering algorithm itself (reaching an optimum faster). Other algorithms search for a
global optimum. However, the algorithms are all based on heuristics. The guarantees that they
provide differ, but none of them guarantees that synthesis will actually be quicker. In practice
however, using such algorithms can significantly improve synthesis performance, especially for
larger and more complex models.

For the initial variable ordering, the CIF variables and location pointers may be arbitrarily
interleaved. If an automatic variable ordering algorithm changes the initial order, no synthesis
variables are interleaved, except for each old variable with its corresponding new variable.



The automatic variable ordering algorithms are not applied if the CIF model has less than two
synthesis variables, as with zero variables there is nothing to order, and with one variable there is
only one possible order. They are also not applied if the model has no guards, updates, or other
predicates from which to derive relations between the variables. Without such relations, the
algorithms lack the required input to search for improved variable orders.

Variable relations

The variable relations serve as input for the algorithms. Different algorithms may use different
representations of the variable relations. One such representation is hyper-edges, and another is
graph edges, which are derived from the hyper-edges.

For basic configuration, the variable relations that are used to construct the hyper-edges can be
configured using the BDD hyper-edge creation algorithm option (see the options section). By default,
the Default relations are used. The following variable relations can be used:

* Legacy
The legacy hyper-edge creator creates the following hyper-edges:

- Per invariant, a hyper-edge for the variables that occur in the invariant.

o Per edge in an automaton, per guard, per comparison binary expression, a hyper-edge for
the variables that occur in the binary expression.

o Per assignment, a hyper-edge for the variables that occur in the addressable and value of
the assignment.

- Per event, a hyper-edge for the variables that occur in the guards and updates of all edges
for that event in the entire specification.

* Linearized
The linearized hyper-edge creator creates the following hyper-edges:

o Per linearized edge, a hyper-edge for the variables that occur in the guards and updates of
that linearized edge. State/event exclusion invariants are taken into account, by first
converting them to automata.

* Default

Uses the linearized hyper-edge creator for the FORCE and sliding window variable ordering
algorithms, and the legacy hyper-edge creator otherwise.

All hyper-edge creators take into account variables that occur indirectly via algebraic variables.

More detailed information about the various representations of variable relations may be obtained
during synthesis by enabling debug output.

For advanced configuration, see the separate section on advanced variable ordering configuration.



Variable orderers
The following variable ordering algorithms, or variable orderers, are available:
* DCSH

The DSM-based Cuthill-McKee-Sloan variable ordering Heuristic, or DCSH algorithm, of
[Lousberg et al. (2020)] aims to find good global variable orders.

DCSH applies two algorithms, the Weighted Cuthill-McKee bandwidth-reducing algorithm and
the Sloan profile/wavefront-reducing algorithm. It then chooses the best order out of the orders
produced by these two algorithms as well as their reverse orders, based on the Weighted Event
Span (WES) metric.

The DCSH algorithm is enabled by default. For basic configuration, it can be disabled using the
BDD DCSH variable ordering algorithm option (see the options section).

* FORCE

The FORCE algorithm of [Aloul et al. (2003)] aims to optimize an existing variable order, but
may get stuck in a local optimum.

FORCE iteratively computes new variable orders by considering relations between the
variables. Conceptually, highly related variables 'pull' each other closer with more force than
less related variables do. Each new order is promoted as the new best order, if it is better than
the current best order, based on the total span metric. The iterative algorithm stops once a fixed
point has been reached, or after at most 10 * ceil(log.(n)) iterations of the algorithm have been
performed, with n the number of synthesis variables.

The FORCE algorithm is enabled by default. For basic configuration, it can be disabled using the
BDD FORCE variable ordering algorithm option (see the options section).

* Sliding window

The sliding window algorithm aims to locally optimize an existing variable order for each
window.

The sliding window algorithm 'slides' over the variable order, from left to right, one variable at
a time, using a fixed-length window. A window is a part of the entire order. For instance, for a
variable order a;b;c;d;e and windows length 3, the window at index 0 would be a;b;c, at index
1 it would be b;c;d, and at index 2 it would be c;d;e. For each window, it computes all possible
variable permutations, and selects the best one based on the total span metric. It then replaces
the window by the best permutation of that window, before moving on to the next window.

The sliding window algorithm is enabled by default. For basic configuration, it can be disabled
using the BDD sliding window variable ordering algorithm option (see the options section).

The default maximum length of the window that is used is 4. The actual window may be
smaller, if less than 4 variables and/or location pointers are present in the model. For basic
configuration, the maximum length of the window can be configured using the BDD sliding
window size option (see the options section). The option to set the maximum length only has



effect if the sliding window variable ordering algorithm is enabled. The size must be an integer
number in the range [1 .. 12].

If enabled using basic configuration, the algorithms are applied in the order they are listed above.
For advanced configuration, see the separate section on advanced variable ordering configuration.

Advanced variable ordering configuration

The CIF data-based synthesis performance depends greatly on the variable ordering. After selecting
an initial ordering, it can subsequently be improved by algorithms for automatic variable ordering.
This may be configured using basic options, but they offer only limited flexibility. For the most
flexibility, variable ordering can be configured using the BDD advanced variable ordering option
(see the options section). Advanced ordering allows configuring which orderers, such as predefined
orders and ordering algorithms, to use. It also allows configuring the order in which the various
orderers are applied, as well as the settings to use for each orderer.

Variable ordering may be configured using either the basic options or using the advanced option. It
is not supported to configure variable ordering using both basic and advanced configuration at the
same time.

Examples

The predefined initial variable orderings can be expressed using the advanced syntax as follows:

Predefined initial ordering Advanced syntax

model model

reverse-model model(effect=var-order) » reverse(effect=both)

sorted sorted

reverse-sorted sorted(effect=var-order) -
reverse(effect=both)

random random

random: SEED random(seed=SEED)

<custom-order> custom(order="<custom-order>")

Some other examples of advanced variable orderings:

* model -> desh -> force -> slidwin: Start with model order as initial order, and then apply the
DCSH, FORCE and sliding window algorithms with their default settings.

» sorted -> dcsh(relations=linearized): Start with sorted order as initial order, and then apply
the DCSH algorithm with linearized variable relations.

* random -> or(choices=[dcsh,force]): Start with a random order as initial order, and then apply
the DCSH and FORCE algorithms, choosing the best order from the ones produced by the two
algorithms.

o force -> reverse: Start with the default initial model order, then apply the FORCE algorithm,
and finally reverse the variable order.



Syntax

The syntax to specify advanced variable ordering generally works as follows:

* Orderers are specified by their name.

* Arguments to configure orderers may optionally be given after the name of the orderer
between parentheses: (...).

* Itis allowed to provide empty parentheses, e.g., model() is equivalent to specifying model.
* Each argument is given by a name and a value: name=value.

* To specify multiple arguments, separate them with a comma. After the last argument, optionally
a comma may be specified as well.

* To apply multiple algorithms in sequence, separate them with an arrow (->).
 If needed, a sequence of orderers may be enclosed in parentheses: (... -> ... -> ...).

* Spaces, tabs, and newline characters are generally ignored, but can be used to improve
readability.

Orderers

The following orderers can be specified:
* Basic ordering
Uses the configuration as configured by the basic variable ordering options.

o Name: basic
o Arguments: n/a
o Example: basic

* Model order
Uses the predefined model order.

o Name: model
o Arguments:
= effect

= Description: the effect of the variable orderer
= Mandatory: no
= Default: both
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: model, model(effect=var-order)

» Sorted order

Uses the predefined sorted order.



o Name: sorted
o Arguments:
= effect

= Description: the effect of the variable orderer
= Mandatory: no
= Default: both
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: sorted, sorted(effect=var-order)

* Random order
Uses the predefined random order.

o Name: random
o Arguments:
= seed
= Description: a seed for the random order
= Mandatory: no

» Default: use a random seed

Type: number

» Constraints: seed must be in the range [0 .. 2**- 1]
= effect

= Description: the effect of the variable orderer
= Mandatory: no
= Default: both
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: random, random(seed=123), random(seed=123, effect=var-order)

e Custom order
Uses a custom order.

o Name: custom
o Arguments:
= order

= Description: the custom order, with the same syntax as for the basic configuration
option

= Mandatory: yes



= Default: n/a
= Type: string

= Constraints: the order must be complete in that it contains all variables, and must not
contain any duplicate variables

= effect
= Description: the effect of the variable orderer
= Mandatory: no
= Default: both
= Type: enum (var-order, representations or both)
= Constraints: none
- Examples: custom(order="a,b;c,d"), custom(order="a,b;c,d", effect=var-order)

* DCSH
Applies the DCSH algorithm.

o Name: dcsh
o Arguments:
= node-finder
= Description: the node finder algorithm to use for the Weighted-Cuthill-McKee orderer
= Mandatory: no
= Default: george-Tliu
= Type: enum (george-1liu or sloan)
= Constraints: none
= metric
= Description: the metric to use to compare orders
= Mandatory: no
= Default: wes
= Type: enum (total-span or wes)
= Constraints: none
= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no

= Default: configured (per the BDD hyper-edge creation algorithm option)

Type: enum (configured, legacy or linearized)
= Constraints: none

» effect



= Description: the effect of the variable orderer

= Mandatory: no

= Default: var-order

= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: decsh, desh(metric=wes), dcsh(node-finder=george-1liu,
relations=confiqured, effect=both)

* FORCE
Applies the FORCE algorithm.

o Name: force
o Arguments:
= metric
= Description: the metric to use to compare orders
= Mandatory: no

= Default: total-span

Type: enum (total-span or wes)
= Constraints: none
= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no
= Default: configured (per the BDD hyper-edge creation algorithm option)
= Type: enum (configured, legacy or linearized)
= Constraints: none
= effect
= Description: the effect of the variable orderer
= Mandatory: no

= Default: var-order

Type: enum (var-order, representations or both)

= Constraints: none

metric=wes,

o Examples: force, force(metric=total-span), force(metric=total-span, relations=confiqured,

effect=both)

* Sliding window
Applies the sliding window algorithm.

o Name: slidwin



o Arguments:

= Size
= Description: the maximum size of the window
= Mandatory: no
= Default: 4 (as configured by the BDD sliding window size option)
= Type: number
= Constraints: size must be in the range [1 .. 12]

= metric
= Description: the metric to use to compare orders
= Mandatory: no
= Default: total-span
= Type: enum (total-span or wes)
= Constraints: none

= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no
= Default: configured (per the BDD hyper-edge creation algorithm option)
= Type: enum (configured, legacy or linearized)
= Constraints: none

= effect
= Description: the effect of the variable orderer
= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: slidwin, slidwin(size=h), slidwin(size=5, metric=total-span,
relations=confiqured, effect=both)

Sloan
Applies the Sloan profile/wavefront-reducing algorithm.

o Name: sloan
o Arguments:
= relations
= Description: the kind of relations to use when computing metric values

= Mandatory: no



= Default: configured (per the BDD hyper-edge creation algorithm option)
= Type: enum (configured, legacy or linearized)
= Constraints: none
= effect

= Description: the effect of the variable orderer
= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: sloan, sloan(relations=configured, effect=both)

» Weighted Cuthill-McKee
Applies the Weighted Cuthill-McKee bandwidth-reducing algorithm.

o Name: weighted-cm
o Arguments:
= node-finder
= Description: the node finder algorithm to use
= Mandatory: no

= Default: george-1liu

Type: enum (george-1iu or sloan)
= Constraints: none
= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no
= Default: configured (per the BDD hyper-edge creation algorithm option)
= Type: enum (configured, legacy or linearized)
= Constraints: none
= effect
= Description: the effect of the variable orderer
= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: weighted-cm, weighted-cm(relations=confiqured), weighted-cm(node-finder=george-
liu, relations=configured, effect=both)



* Choice
Applies multiple algorithms to the same variable order and chooses the best resulting order.

o Name: or
o Arguments:
= choices
= Description: the orderers to apply
= Mandatory: yes
= Default: n/a
= Type: list of orderers
= Constraints: at least two orderers must be specified
= metric
= Description: the metric to use to compare orders
= Mandatory: no

= Default: wes

Type: enum (total-span or wes)
= Constraints: none
= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no
= Default: configured (per the BDD hyper-edge creation algorithm option)
= Type: enum (configured, legacy or linearized)
= Constraints: none
= effect
= Description: the effect of the variable orderer
= Mandatory: no

= Default: var-order

Type: enum (var-order, representations or both)
= Constraints: none

- Examples: or(choices=[dcsh,force]), or(choices=[(force -> dcsh), (desh -> force)l,
metric=wes, relations=configured, effect=both)

* Repeat
Repeat an orderer a number of times.

o Name: repeat

o Arguments:



= orderer
= Description: the variable orderer to repeatedly apply
= Mandatory: yes
= Default: n/a
= Type: orderer
= Constraints: none
= count
= Description: the number of types to apply the given variable orderer
= Mandatory: yes
= Default: n/a
= Type: number
= Constraints: count must be at least one
= intermediate-effect

= Description: the effect of the given variable orderer, for all but the final time it is
applied

= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none
= final-effect
= Description: the effect of the given variable orderer, for the final time it is applied
= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: repeat(orderer=(dcsh->force->slidwin), count=4), repeat(orderer=dcsh, count=2,
intermediate-effect=both, final-effect=var-order)

¢ Reverse
Reverses the variable order.

o Name: reverse
o Arguments:
= relations
= Description: the kind of relations to use when computing metric values
= Mandatory: no

= Default: configured (per the BDD hyper-edge creation algorithm option)



= Type: enum (configured, legacy or linearized)
= Constraints: none
= effect
= Description: the effect of the variable orderer
= Mandatory: no
= Default: var-order
= Type: enum (var-order, representations or both)
= Constraints: none

o Examples: reverse, reverse(relations=configured, effect=both)

Node finders

Orderers that work on graphs may use a pseudo-peripheral node finder algorithm while computing
a variable order. Multiple such node finders can be used:

* George-Liu
Use the algorithm by George and Liu.
Name: george-1liu

* Sloan
Use the algorithm by Sloan.

Name: sloan

Metrics

To compare different orders, and choose the best one, metric values are used. Multiple metrics can
be used:

» Total span
Use the total span metric.
Name: total-span
» WES
Use the Weighted Event Span (WES) metric.

Name: wes

Relations

Metric value can be computed using different variable relations derived from the CIF specification.
Multiple metrics can be used:



* Legacy
Use the legacy relations.
Name: legacy
* Linearized
Use the linearized relations.
Name: linearized
* Configured
Use the relations as configured using the BDD hyper-edge creation algorithm option.

Name: configured

Effects

A variable orderer produces a variable order. The effect of a variable orderer determines what
happens with the produced order:

* It may be used as the new variable order. The produced variable order then becomes the
variable order to be used as input to the next orderer, or the final order in case it is the effect of
the last orderer. If the produced variable order is not used as the new variable order, the
variable order remains unchanged by the orderer.

* It may be used to compute new representations of the variable relations. Subsequent orderers
will then use these new representations as input to algorithms and for computing metrics. If the
produced variable order is not used to create new representations, the representations remain
unchanged by the orderer.

The following effects can be configured:
 Variable order

Uses the produced variable order as the new variable order. Does not update the
representations.

Name: var-order
* Representations

Updates the representations. Does not use the produced variable order as the new variable
order.

Name: representations
* Both

Uses the produced variable order as the new variable order, and updates the representations.



Name: both

BDD operation cache

One of the main properties of the BDDs used by the data-based synthesis algorithm is that they
employ full sharing. That is, if a part of a binary tree needs to be represented more than once, it is
stored only once, and reused. This leads to BDDs being represented using directed acyclic graphs,
rather than binary trees.

The BDD library uses an operation cache to speed up synthesis. Whenever a certain operation is
performed on one or more nodes of a BDD graph, the result is cached. If that same operation is
performed again on the same nodes, the cached result is reused, if available. This way, repeated
calculations can be prevented for shared sub-graphs.

The operation cache is essential for the performance of the synthesis algorithm. With an infinite
cache, the operations are generally linear in the number of nodes used to represent the BDDs on
which they are applied. Without caching, the computation time grows exponentially.

Obviously, in practice we can’t have an infinite cache, as a computer only has a finite amount of
memory available. We thus need to work with a finite cache. Whenever a new cached operation
result doesn’t fit in the cache, an older result is overwritten, and will need to be recomputed if it is
needed again.

Increasing the cache size can significantly increase performance for large systems, as a cache that
is too small is ineffective, and results in many operations needing to be repeated, that could have
otherwise been obtained from the cache. However, a larger than needed cache may also
significantly decrease performance, as a cache that is too large may no longer fit within CPU caches,
leading to more expensive accesses to the main memory.

Several different operation caches are used during synthesis, to cache the results of various
different types of operations. Note that combination of these caches may grow quite large, even
larger than the representations of the BDDs themselves, if too large cache sizes are used. Too large
cache sizes are a common cause of out-of-memory errors.

All operation caches have the same size. Their size can be configured in two ways:

* Fixed cache size: If a single fixed cache size is used, the caches remain the same size during the
entire synthesis. To configure a fixed cache size, use the BDD library operation cache size option.

 Variable cache size: If a variable cache size is used, the caches grow in size as the BDD node
table grows in size. The ratio between the sizes of the caches and the node table can be
configured using the BDD library operation cache ratio option. A variable cache size is used only
if no fixed cache size is used.

State requirement invariants

Before synthesis, the entire CIF specification is converted to Binary Decision Diagrams (BDDs), a
representation of predicates that allows for efficient synthesis. The state requirement invariants of
the specification thus also need to be part of the BDD representation of the specification. These



requirements can be enforced by applying them to the BDDs in multiple ways:
1. Controlled behavior:

All state requirement invariants are enforced via the 'controlled behavior' BDD. This BDD
represents all states of the controlled system. Since the controlled system has to adhere to the
state requirement invariants, these invariants can be put directly into the controlled behavior
BDD.

2. Edge guard or controlled behavior:

The decision how to enforce state requirement invariants is made per per edge. For each edge
with a controllable events, the invariants are enforced via the guards of the edge, by
strengthened the existing guards with sufficient extra conditions that ensure that after taking
the edge the state requirement invariants hold. The initialization predicate of the controlled
system is restricted as well, to ensure the state requirement invariants also hold in initial states.
As synthesis may not restrict the guards of edges with uncontrollable events, for those edges the
extra restrictions are put into the controlled behavior BDD instead.

By default, all state requirement invariants are enforced via the controlled behavior. This can be
changed by using the State requirement invariant enforcement option (see the options section).

The effect of the different approaches on the computational effort of synthesis can be quite
complex:

» Upfront effort: Using approach 2, the edge guard restrictions need to be computed for each edge
and each state requirement invariant, which potentially requires significant computational
effort. Using approach 1, each state requirement invariant is considered only once, when
putting it into the controlled behavior, which may require less computational effort.

* Size of controlled behavior: Reachability computations rely heavily on the controlled behavior
predicate. Using approach 1, putting state requirement invariants into the controlled behavior,
may restrict the controlled behavior, potentially leading to a smaller predicate and reduced
computational effort. However, putting state requirement invariants into the controlled
behavior may also lead to a controlled behavior predicate with more BDD nodes to express the
additional restrictions, potentially increasing the computational effort.

* Reachability fixed point: Using approach 1, with a more restricted controlled behavior predicate,
may lead to more quickly reaching a fixed point in reachability computations, potentially
reducing computational effort.

* Post-synthesis effort: Using approach 1, the state requirement invariants are put into the
controlled behavior, but they still need to be put into the edge guards after synthesis, which
requires computational effort. Using approach 2, putting the state requirement invariants into
the edge guards at the start of synthesis, means that the restrictions do not need to be applied at
the end of synthesis, potentially reducing computational effort.

Both approaches have potential benefits and drawbacks, making for a trade-off between their
various effects. Which approach is most efficient depends on the model.

For more information, see the scientific publication by [Thuijsman et al. (2021)], where the two
approaches are compared.



Debug output

By default, the data-based synthesis algorithm shows no progress information, and does not explain
how the resulting supervisor is obtained. By enabling debug output, detailed information is printed
to the console. Debug output can be enabled by setting the Output mode option (General category) to
Debug.

Enabling debug output may significantly slow down the synthesis algorithm, especially for larger
models. The performance degradation stems mostly from the printing of predicates. Predicates are
internally represented using Binary Decision Diagrams (BDDs). To print them, they are converted to
CNF or DNF predicates, similar to one of the approaches to convert BDDs to CIF predicates for
synthesis output.

To limit the performance degradation, options are available to limit the conversion of BDDs to
CNF/DNF predicates. The BDD debug max nodes controls the maximum number of BDD nodes for
which to convert a BDD to a readable CNF/DNF representation for the debug output. The default is
10 nodes. The maximum must be in the range [1 .. 2* - 1]. The option can be set to have an infinite
maximum (no maximum), using option value inf. The BDD debug max paths option controls the
maximum number of BDD true paths for which to convert a BDD to a readable CNF/DNF
representation for the debug output. The default is 10 paths. The maximum must be non-negative.
The option can be set to have an infinite maximum (no maximum), using option value inf. If a BDD
has more than the specified maximum number of nodes, or more than the specified number of true
paths, it is not converted to a CNF/DNF predicate. Instead, it is converted to a textual representation
that indicates the number of nodes and true paths, e.g. <bdd 1,234n 5,678p> for a BDD with 1,234
nodes and 5,678 true paths.

By limiting the conversion of BDDs to CNF/DNF predicates, debug output can still be used for large
models to see progress information, while not degrading the performance too much.

Statistics

The data-based synthesis tool supports printing various kinds of statistics. By default, no statistics
are printed. Statistics can be enabled using the Statistics option (see the options section). The
following statistics are available:

* BDD garbage collection [bdd-gc-collect]
Prints BDD garbage collection information before and after each garbage collection.

The BDD library that is used maintains an internal node table. Whenever new nodes no longer
fit in the node table, a garbage collection is started by the BDD library, to clean out all nodes that
are no longer needed. See also the BDD library initial node table size option (see the options
section).

BDD garbage collection information is printed to the console before and after each garbage
collection. The printed information includes the size of the node table, the number of free
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nodes, timing information, etc.
* BDD node table resize [bdd-gc-resize]
Prints BDD node table resize information each time a BDD node table resize is performed.

The BDD library that is used maintains an internal node table. Whenever new nodes no longer
fit in the node table, a garbage collection is started by the BDD library, to clean out all nodes that
are no longer needed. If only very limited space could be reclaimed by garbage collection, the
size of the node table is increased. See also the BDD library initial node table size option (see the
options section).

BDD node table resize information is printed to the console each time the node table is resized.
The printed information includes the old and new sizes of the node table.

* BDD cache [bdd-perf-cache]
Prints metrics related to the BDD cache.

The BDD library that is used implements a cache to speed up the calculations. For more
information, see the section about BDD operation caches.

The information is printed to the console, after execution, just before termination of the tool.
The table below shows all metrics printed and their meaning.

Note that collecting these metrics makes synthesis take longer than without collecting it.

Metric Description

Node creation requests The number of times a node creation is requested. This includes the
trivial cases where the cache is not checked, e.g. when both child
nodes are the same.

Node creation chain The number of times a node creation is requested, and a next node
accesses in the cache needs to be checked. This excludes the trivial cases
where the cache is not checked.

Node creation cache hits The number of times a node creation is requested, and the node is
already in the cache. This excludes the trivial cases where the
cache is not checked.

Node creation cache The number of times a node creation is requested, and the node is
misses not already in the cache. This excludes the trivial cases where the
cache is not checked.

Operation count The number of times a BDD operation is performed on a node or a
pair of nodes. This includes the trivial cases where the cache is not
checked, e.g. for x and x, x and true, false and x, etc.

Operation cache hits The number of times a BDD operation is performed on a node or a
pair of nodes, and the result is already in the cache. This excludes
the trivial cases where the cache is not checked.



Metric Description

Operation cache misses  The number of times a BDD operation is performed on a node or a
pair of nodes, and the result is not already in the cache. This
excludes the trivial cases where the cache is not checked.

» Continuous BDD performance statistics [bdd-perf-cont]

Prints continuously collected platform and machine independent BDD performance related
metrics.

This statistic continuously collects the platform and machine independent BDD performance
metrics described in the table below. These metrics are discussed in more detail in [Thuijsman
et al. (2019)].

The information is printed to a CSV file that can be configured using the Continuous
performance statistics file option. The file is written after execution, just before termination of
the tool.

Note that collecting these metrics makes synthesis take longer than without collecting it.

Metric Description

Operations The number of BDD operations performed on BDD nodes so far
during synthesis, for which the cache is checked and the result is
not already in the cache. The number of operations performed on
BDD nodes is a platform and machine independent measure of the
amount of time needed to perform BDD operations, due to BDD
operations being implemented recursively on their node trees.

Used BBD nodes The number of BDD nodes currently in use to represent all BDDs.
The size of a BDD, expressed as the number of nodes used, is a
platform and machine independent measure of the amount of
memory needed to store it.

* Controlled system states [ctrl-sys-states]

Prints the number of states in the resulting controlled system (the uncontrolled system
restricted by the synthesized supervisor).

If the resulting supervisor (and thus the controlled system) is empty, or if forward reachability
is enabled, the number of states that is printed is an exact number (e.g. exactly 0 states,
exactly 1 state, exactly 1,234 states). In other situations, the controlled behavior predicate
that is used to determine the number potentially gives an over-approximation, and an upper
bound on the number of states is printed (e.g. at most 1,234 states).

This metric is printed to the console, after the supervisor is computed, and before it is simplified
and written to a file.

* Maximum used BDD nodes [bdd-perf-max-nodes]

Prints the maximum number of BDD nodes used during synthesis.



The size of a BDD, expressed as the number of nodes used, is a platform and machine
independent measure of the amount of memory needed to store it. This metric is discussed in
more detail in [Thuijsman et al. (2019)].

This metric is printed to the console, after execution, just before termination of the tool. It prints
the maximum number of BDD nodes used during synthesis.

Note that collecting this metric makes synthesis take longer than without collecting it.
* Timing [timing]
Print information for timing of various parts of the tool.

Timing is only collected for parts of the tool that were actually executed. Timing is represented
as a tree. The root of the tree represents the total time of the synthesis tool. For some parts of
the tool, timing is also collected for sub-parts.

Timing information is printed to the console, after execution, just before termination of the tool.
Durations are all printed in milliseconds, to make it easier to compare timing for various parts.

When measuring timing performance, always perform multiple measurements, and take the
average. Also, use a warm-up phase, to avoid skewed results.

* Maximum used memory [max-memory]
Prints the maximum memory used during synthesis.

Measuring the memory usage may be useful, for instance to see how close you are to memory
limits. It may especially be useful if you want to subsequently extend your model, making it
more complex and potentially requiring more memory for synthesis.

This metric is printed to the console, after execution, just before termination of the tool. It prints
the maximum amount of memory used during synthesis, in number of bytes and in a more
readable representation such as mebibytes or gibibytes.

Note that collecting this metric may make synthesis take longer than without collecting it.

The CIF data-based synthesis tool is written in Java, a managed language with a garbage
collector. Hence, the measured memory usage is a best-effort approximation, and may not be
correct.

When measuring memory usage, always perform multiple measurements, and take the average.

If memory usage is measured using the Eclipse ESCET IDE, make sure not to perform multiple
syntheses in parallel, and make sure the Eclipse ESCET IDE is not performing any other
operations. However, when measuring the memory usage in the Eclipse ESCET IDE, the IDE
itself, as well as editor content, console content, and so on, are also included in the memory
usage. It is therefore highly recommended to use the Eclipse ESCET command line scripts rather
than the Eclipse ESCET IDE to perform memory usage measurements.

To ensure the best result, let Java perform a garbage collection before starting the data-based
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synthesis tool. This ensures that synthesis starts with 'clean’ memory. This is particularly
relevant if multiple syntheses are performed one after the other, to ensure that any previous
syntheses do not affect subsequent measurements. Both synthesis and garbage collection may
conveniently be executed via a ToolDef script. For example, using a ToolDef script like this:

from "lib:cif" import *;
import java.lang.System.gc;
gc();

cifdatasynth(...);

The maximum used memory statistics obtained in this way are an easy way to get an
approximation of the memory used during synthesis. For a more comprehensive way to
measure memory usage, use a tool like VisualVM.

In the option dialog, each of the different kinds of statistics can be enabled and disabled
individually, using a checkbox.

From the command line, using the --stats option, the names of the different kinds of statistics, as
indicated above between square brackets, should be used, separated by commas. For instance, use
--stats=bdd-gc-collect,bdd-gc-resize to enable both BDD garbage collection statistics and BDD
node table resize statistics, but keep all other statistics disabled.

Specifying a statistics kind twice leads to a warning being printed to the console.
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4.2.2. Event-based synthesis toolset

Synthesis, 'supervisor synthesis', or 'supervisory controller synthesis', is a generative technique,
where one derives a (supervisor) automaton from a collection of plants and requirements.
Synthesis is an essential part of the synthesis-based engineering approach to develop supervisory
controllers. The resulting supervisor is maximally permissive under the conditions of being free of
deadlocks, and always having the option of reaching a marked state.

While there is only one true synthesis tool (the tool that actually derives a supervisor automaton
from a collection of plant and requirement automata), other tools exist to support the process.
These tools together form the event-based synthesis toolset.

These tools use and modify the sequences of events that can be performed. This in contrast to state-
based tools, which operate primarily on the state of the system. Event sequences directly hook into
language theory, which places these tools firmly in the language theory mathematical framework.

When employing synthesis, consider also the data-based synthesis tool. It is often much more
efficient when synthesizing supervisors for large and complex systems. It also supports a larger
subset of CIF concepts.

Supported specifications

The application supports a subset of CIF specifications. The following restrictions apply:

* Channels (events with data types) are not supported.

* Any use of the tau event is not supported. Note that both explicit use (keyword tau) and implicit
use (no events on an edge) are unsupported.

* Automata with multiple initial locations are not supported.

» Edges with updates are not supported.

* Urgent locations and edges are not supported.

* Initialization predicates in components are not supported.

* Initialization predicates in locations that are not trivially true or false are not supported.
* Marker predicates in components are not supported.

» Marker predicates in locations that are not trivially true or false are not supported.

* Invariants are not supported, unless they don’t impose any restrictions.
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* Guards of edges that are not trivially true or false are not supported.

To allow state/event exclusion invariants to be used in the input, manually eliminate them first
using the Eliminate state/event exclusion invariants CIF to CIF transformation.

For meaningful results, it is recommended to have an initial location and at least one marked
location, in each automaton.

I/O declarations are ignored. For tools that produce CIF models, those models will not contain any
I/O declarations.

Annotations are ignored. For tools that produce CIF models, those models will not contain any
annotations, except that they may contain state annotations.

Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to
increase the subset of CIF specifications that can be transformed:

» Eliminate component definition/instantiation

Automaton kinds

The event-based toolset recognizes the CIF automaton kinds plant, requirement, and supervisor, and
interprets them using the corresponding concepts of the mathematical framework of supervisor
synthesis. Kindless/regular automata (without a supervisory kind) are treated as unknown.

Location names in reports and errors

Several tools output reports or give errors with locations that are interesting in some way.

Tools that take a single automaton as input report locations by their name in the input specification,
for example location "button.off" denotes the of f location in the button automaton. The location of
automata that have a single unnamed location use * as location name, for example location
"req.*" denotes the single unnamed location in the req automaton.

Tools that take a number of automata together, like supervisor synthesis report interesting states as
state followed by the names of the locations, for example state "button.on", "machine.idle". Such
a state refers to a location that represents the combined locations of the automata, in the example,
the combined locations button.off and machine.idle.

Tools that combine or merge locations, like projection, report such combined locations as a
partition, for example partition "machine.down", "machine.off" represents a location that is a
combination of the down and the off locations in the machine automaton.



Available tools

* Event-based synchronous product

Computes the product of a number of deterministic or non-deterministic automata, where
common events are synchronized. Essentially computes the state space.

* Event-based supervisor synthesis

Derivation of a maximal permissive supervisor from a collection of deterministic plant and
requirement automata.

* Event-based synthesis analysis
Analysis of the removed parts of a synthesized supervisor.
* Event-based nonconflicting check
Verifies whether automata are conflicting, that is together could lead to non-coreachable states.
» Event-based controllability check
Verifies whether the supervisor does not disable uncontrollable events of the plant.
* Event-based language equivalence check
Verifies whether two automata produce the same events at each point.
* Event-based NFA to DFA automaton conversion

Converts a non-deterministic automaton to a deterministic automaton while preserving the
event behavior.

* Event-based DFA minimization
Minimize the number of locations of an automaton while preserving the event behavior.
* Event-based automaton projection

Computes a projection of an automaton, resulting in a deterministic and language equivalent
automaton over a subset of its alphabet.

* Event-based observer check

Verifies whether an automaton can act as an observer of occurrences of observable events.
* Event-based automaton abstraction

Abstracts an automaton to a set of observable events.

* Event-based trim check



Verifies whether the automata are trim, that is, in each automaton, the locations must be both
reachable and co-reachable.

e Event-based trim

Removes all locations that are not reachable or coreachable.

Event-based synchronous product

The event-based synchronous product takes one or more plant or requirement automata, and
computes the synchronous product. Synchronous product means events on edges can only be taken
if all automata with that event in their alphabet can take an edge with the same event at that time.
This tool essentially computes the state space.

The tool takes a .cif file containing at least one automaton, and produces a new .cif file with the
product of the automata. In addition, the general event-based restrictions apply as well.

If the kinds of the source automata are all the same, the resulting product automaton is of that
kinds as well. Otherwise, the product automaton has unknown kind.

Starting the synchronous product tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose

CIF synthesis tools » Event-based synthesis tools » Apply synchronous product....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply synchronous product....

» Use the cifprod tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

* Use the cifprod command line tool.

Options
Besides the general application options, this application has the following options:

 Input file: The absolute or relative local file system path to the input CIF specification.

* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _product.cif file extension is added. The product part of the default extension depends on
the Result name option.

* Result name: The name to use for the product automaton. If not specified, defaults to product.
Also affects the Output file option.

* Add state annotations: Add state annotations to the locations of the automaton in the output CIF



file. This option is enabled by default. If the output CIF file has an automaton with only a single
non-initial location, then the location does not get a state annotation, regardless of whether the
option is enabled or not.

Event-based supervisor synthesis

The supervisor synthesis procedure takes one or more deterministic plant automata, zero or more
deterministic requirement automata, and combines them to a maximal permissive supervisor.

The tool takes a .cif file containing plant and (optionally) requirement automata. Besides the
general event-based restrictions, the tool does not support:
* Having no plant automata at all.

* Having a supervisor or kindless automaton in the file. See Automaton kinds for a list of all
automaton kinds.

* Having any non-deterministic automata.

Events in the alphabet of the requirements that are not in the alphabet of the plants.

Events that are not controllable or uncontrollable.
In addition, it warns about common mistakes:

¢ Automata without a marked location.
¢ Non-trim automata.
 Specifications without any requirement automata.

Finally, it can also perform checks about correct constructs that may not be the intention of its
author. Each of these checks has to be enabled with an option:

* Automata with a marked deadlock location. In a system with infinite behavior, you should
probably never enter a deadlock location.

* Automata with an empty alphabet. Such automata never participate in an event, and can be
removed.

* Controllable events that are used in exactly one automaton. Not always wrong, but creating a
controllable event, and not using it for control may be a mistake.

* Groups of automata that share events only within the group (and not with any automaton
outside the group). Such a group is completely independent, and can be synthesized separately.

The synthesis tool produces a new .cif file with the supervisor automaton (of kind supervisor) if
the resulting automaton has at least an initial location. Otherwise, synthesis fails with a Supervisor
is empty error, and no .cif file is written.

When employing synthesis, consider also the data-based synthesis tool. It is often much more
efficient when synthesizing supervisors for large and complex systems. It also supports a larger
subset of CIF concepts.



Starting the supervisor synthesis tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose

CIF synthesis tools » Event-based synthesis tools » Apply supervisor synthesis....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-
based synthesis tools » Apply supervisor synthesis....

» Use the cifsupsynth tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the cifsupsynth command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _sup.cif file extension is added. The sup part of the default extension depends on the
Result name option.

* Result name: The name to use for the supervisor automaton. If not specified, defaults to sup. Also
affects the Output file option.

* Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default.

* Enable Synthesis dump: If enabled, the synthesis algorithm writes a dump file containing the
actions performed by the algorithm, for later analysis. The name of the file is decided by the
Dump file option.

* Synthesis dump file: The name of the dump file. Setting this option will enable dumping of the
synthesis algorithm actions. The options contains the absolute or relative local file system path
to the synthesis dump file. If not specified, defaults to the input file path, where the .cif file
extension is removed (if present), and a .synth_dump file extension is added.

* Disjunct groups check: If enabled, the tool will report about groups of automata that share
events in the group only.

* Empty alphabet check: If enabled, the tool will report about automata without events in their
alphabet.

* Marked deadlock location check: If enabled, the tool will report about marked locations without
outgoing edges.

* Single use controllable check: If enabled, the tool will report about controllable events that are
used in exactly one automaton.



Event-based synthesis analysis

While developing a controller with supervisory controller synthesis, the result is not always what
you expect. To assist, the synthesis analysis tool has been developed. Its primary purpose is to
explain why certain states or edges have been removed.

To use the tool, enable creation of the Synthesis Dump file during synthesis, using the Enable
Synthesis dump option or the Synthesis dump file option of the Supervisor synthesis tool.

Supervisor synthesis - Input file {remaining command line arguments) —
General The input file path.
¥ Help Input file path: Imy_synthesis_model.cif
About

- Dutput file (--output or -o)
The output file path.
Output file path: I

Command line options

License information

- Result name (--rslt-name or -n)

The name to use for the resulting automaton. If not specified, a default name is
used, Also affects the default output file name.

Mame: I

- Enable synthesis durmp (--enable-durmp-file) L
ﬁble writing a synthesis dump file during event-based synthesis.

Enable synthesis durmp file

=

- Synthesis dump file (--dump-file or -d)
The path to the san

Dump file path(];

[ Disjunct groups check [--warn-disjunct-groups] |

Warn about aroups of automata that hawe no shared events outside their aroup =)

Cancell

By double clicking the generated dump file, or by right-clicking the dump file and selecting Analyze
Synthesis Result, the analysis tool is started. It loads the file (which can take a some time if the file
is big), eventually giving the following display:




Lift |Jurmp to initial statel [] pisplay full state
Dowh [+ | |

[] Always display disabled controllable events

Hiig 03012 [ pisplay disabled plant events

|5 Mumber of displayed states in a chain

Product_hold - - —
roduct_nofcer Synthesis analysis tool

Down_0On_Lp_off [+ | Search state

Empty > | 5 plant automata.
4 requirement automata.
Pusher Synthesis created 1 state, removed 0 states, giving 1 state in the result.
Retracted hd | Select 3 combination of locations at the left, and press 'search state' to analyse the state.

Pusher Sensors

In_on_out_off [+ |

R1
R11 |

R2 B =

At the left, all automata with their initial location are shown. You can select a different supervisor
state by changing these locations. At the top, in the middle, there are three buttons. The bottom
[ Search state ] button is used to search the information about a supervisor state selected at the
left. The [ Jump to initial state ] button resets the automata to their initial state, useful when you
want to start again. The middle [ Previous state ] button is disabled now, but allows you to go back
to the previous state.

At the right, a number of options are available in case the displayed information is not sufficient.
These are explained later.

Below the buttons and options is the report area, which just displays some statistics. When you
press [ Search state ], the tool analyzes the selected state at the left. Depending on what happened
with that state, different things may be shown. In this example, you get:

Lift |ump to initial statel [ Dizplay full state
Diowr [+ | |

[] Always display disabled controllable events

Lift_Sensors ] Display disabled plant events

|5 Mumber of displayed states in a chain

Product_hold . — - . =
roduct_nolaer Analysis of state #dlinitial, marked](Lift. Down, Lift_Sensors. Down_On_Up_ Off, Product_holder.Empty,

Empty [+ | Pusher.Retracted, Pusher_Sensors.In_Cn_Out_Off, R1.R11, R2.R21, R3.R31, R4.R41):

Down_0n_Up_off [+ | Search state

Pusher Result of state #d[initial, marked]:

This state exists in the synthesis result.
Retracted [+ |

Mo outgoing edges found!
Pusher Sensors

in_on_out_off [+ | [~

Edge with controllable event "Lift_Up On"was removed due to reguirement automaton "R1",
Edge with controllable event "Lift_Down_Off" was remowved due to requirerment autormaton "R1".
Edge with controllable event "Place" was removed due to reguirement automaton "R4",

Edge with controllable event "Pusher_On" was remowved due to requirement autormaton "R2",

Done,
R1

R11 |

8 -

The report area changes to display the information about the selected state. It starts with the
internal number of this state (#0), and its properties. The initial means this state is the initial state,
marked means this state is marked. Then follows an explicit list of locations of every automaton. It is



the same list as the selected locations at the left, but more compact. Then the analysis result is
shown. This state exists in the supervisor, and has no outgoing edges. In other words, this state is
the only state in the result. Below it, the edges removed by the requirements are listed, together
with the name of the requirement automaton that disabled it.

Not displayed here is the list of edges removed due to plant automata. These can be displayed by
enabling the Display disabled plant events option at the top-right.

If a state does have outgoing edges, these are displayed as well:

Lift =

|Jump to initial statel [ misplay full state
Up - |

Previous state | ] Always display disabled controllable events

Lift_Sensars [] Dizplay disabled plant events

- Search state . : .
Down_Off_ Up_On | | |5 Mumber of dizplayed states in a chain

Product_hold . . .
roduct_nolder Analysis of state #F(Lift.Up, Lift_ Sensars.Down_Off Up On, Product_holder.Empty, Pusher Extended,

Ernpty [+ | Pusher Sensors.ln_On Out Off, R1R11, R2.R21, R3.R31, R4.R41N

Pusher Result of state #7:
This state exists in the synthesis result,

Extended [ |

Edge with event "Sensor In_Off" leads to state #8
Pusher_Sensors

Edge with controllable event "Lift_lUp_oOff" was removed due to requirerment automaton "R3".
In_on_out_off |~ | Edge with controllable event "Lift_Down_oOn" was removed due to requirement autamaton "R3",
Edge with controllable event "Place" was remowved due to requirement automaton "R4",
Edge with controllable event "Pusher Off" was removed due to removal of state #8.
Done.
R1 - =

State #7 has one outgoing edge, leading to state #9 using event Sensor_In_0ff. The last line with the
removed controllable events displays a removed edge because destination state #8 was removed.

If you want to know what states #9 or #8 are, you can enable the Display full state option at the top-
right, and the tool will display the full list of automaton locations with each state, just like the first
line in the report. You can also go to these states, by double-clicking at the blue area. If you click at
removed state #8 you get a display like:

Lift =

|urmp to initial statel ] Display full state
Lip |

Previous state | [ Abways display dizabled controllable events

Lift_Sensors [] Display disabled plant events

5 b stat . . .
Down_Off_Up_on [~ | areh state |5 Mumber of displayed states in a chain

Product_holder

Analysis of state #8(Lift Up, Lift_Sensors.Down_Off_Up_oOn, Product_holder.Empty. Pusher.Retracted,

Empty [+ | Pusher Senszors.In_On_Cut Off, R1R11, R2.R21, R2R31, R4.RA1]:
Pusher Result of rernoved state #8:
State was removed as it was found to be non-coreachable.
Retracted hd | Edge with controllable event "Lift_Up Off" was remowved due to reguirement automaton "R3",
Edge with controllable event "Lift_Down_On" was removed due to requirement autornaton "R3",
Pusher_Sersors Edge with controllable event "Place" was removed due to reguirement automaton "R4",

| Edge with controllable event "Pusher_On" was remowved due to requirernent automaton "R2",
In_on_out_off ||

Done,

R1
R11 |

. |

As expected, the analysis tools displays that the state was removed, apparently because it was not
co-reachable. Again you get the list of removed edges from this state, as an aid to decide which



requirement should be checked, if this was not expected.

The final screenshot shows what is displayed if a state is removed because another state is
removed:

ProductAtPickLipSensor | | Jump to initial Statel [] Display full state
off [*
| [ Always display disabled controllable events

PughiEerSsne [ Display disabled plant events
v Search state . . .
[n [ | |5 MNumber of displayed states in a chain
Fobotwaecuurm — - =
Analysis of state #0[initial, marked](ProductatPicklpSensor.Off, PushBarSensors.In, Robotvacuurn Off, RobotvacuurSensor Off, =
Off hd | Rotate OffToPick, RotateSensors.Pick, Switch.Off, Timerl.ldle, Timer2 Idle, Timer3.ldle, Transport SlideOnGateOff,
TransportSensors AtSlide, ®Slide. OffToln, ¥SlideSensors.In, ZSlide.OffTolp, ZSlideSensors.Up, AtSlideBeforeToGate StartGate,
Fel s RS EnEE: GatevacuurnTimer waitForGate, ProdPickUpMoveDown Absent, PushBarOutStartTimer waitForout,
FotateAtDropBeforeDrop.WaitForRotate, FotateAtPickBeforeDownAgain StartDown, RotateCycle ToDrop,
Off [+ | I~ RotateDirectionChangewhenOff Off, TimeoOutBackToSlide WwaitForTimeout, TimeOutBeforeRotate WaitForTimeOut,
TirneCutBeforeX waitForTimeOut, TransportCycle GateOn, VacuurnOffBeforeRotateToPick WaitForvacuurm,
Rotate “acuumoHBeforeXIn wWaitForvacuum, YacuumonStart Timer. WaitForvacuum, WacuumOnZUp WaitForvacuurm,
- wInBeforeDownAgain.StartDown, XOutBeforeDrop WaitForx, XSlideCycle ToOut, XSlideDirectionChangewhenoff.Off,
OffTopick hd | ZDownvacuurmOn WaitFerDown, ZSlideCycle ToDown, ZSlideDirectionChangewhenoff. Off, ZLipBeforeDown. GoDawn,
ZlpBeforeDrop WaitForZ):
RotateSensors
pick v | Fesult of rermoved state #d[initial, marked]:
= Edge with uncontrollable event "PushBarSensaors.u_in_off" was removed due to removal of state #2.
[11 rernoved edges with controllable events are ormitted )
Switeh
off (v | Result of removed state #2:
Edge with uncontrollable event "PushBarsensors.u_out_on" was removed due to remaval of state #9.
) {11 rernoved edges with controllable events are omitted.)
Timerl
idle e | Result of rermoved state #8:
Edge with uncontrallable event "PushBarSensaors.u_out_off" was remeved due to remewval of state #24,
) [10 removed edges with controllable events are omitted.)
Timer2
Idle [+ | Result of remeved state #24:
Edge with uncontrallable event "PushBarSensars.u_out_on" was removed due to requirement automaten "PushBarOutStartTimer",
Timer3 Done
idle I~
Transport
slidecnGateoff [+ |
TransportSensors
AtSlide = | ||
Ad| =]

This is an example from a bigger system, where the supervisor is empty. The analysis of the initial
state reveals that it was removed due to a removal of a chain of other states. State #24 was removed
due to a requirement (reading from bottom to top), which caused the chain of states #9, #2, and
eventually #0 to be removed.

Removed edges with controllable events are not displayed here, since these have no influence to
the disappearing of the states. If you want, you can display them by toggling the Always display
disabled controllable events option at the top-right.

In this example, the number of states in the chain to the disabling requirement was 4 states. This
chain can be longer. Usually the middle part is not that interesting and it is omitted from the
display, but if you want to see them, you can increase the number of displayed states at the top-
right (which is by default 5). Another way to see them is to double-click at a state in the chain, and
the analysis tool will display the chain starting from that state.

A situation that is not shown here, is that the analysis tool has no information about a state. It
happens when the synthesis encountered a bad state on all paths to that state. In such a case, it
displays that there is no information about the queried state.

Starting the synthesis analysis tool

The tool can be started in the following ways:



In Eclipse, double-click a .synth_dump file generated by the supervisor synthesis dump.

* In Eclipse, right click a .synth_dump file in the Project Explorer tab or Package Explorer tab and
choose Analyze Synthesis Result.

* Use the cifsynthanalys tool in a ToolDef script. See the scripting documentation and tools
overview page for details.

Use the cifsynthanalys command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input Synthesis dump file.

Event-based nonconflicting check

The nonconflicting check verifies whether two or more automata are conflicting, that is, whether
they together could result in non-coreachable states.

One practical application is to check a supervisor, either synthesized or manually created, against a
plant. That is, when the supervisor is used to control the plant, will it always stay in the safe
coreachable area? If not, at what point does it fail to do so?

Another practical application is to check several supervisors synthesized for parts of a system. That
is, when the supervisors are used together to control a system, could that result in non-coreachable
states? If so, which states are conflicting?

The tool takes a .cif file containing two or more automata, that must be both deterministic and
trim. In addition, the general event-based restrictions apply as well.

The nonconflicting check tool produces a text file, listing the traces that lead to a conflicting state. If
no such traces are found, the automata are nonconflicting.

Starting the nonconflicting check tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools » Apply nonconflicting check....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply nonconflicting check....

» Use the cifncchk tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the cifncchk command line tool.



Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Report file: The absolute or relative local file system path to the output report file with conflicts.
If not specified, defaults to the input file path, where the .cif file extension is removed (if
present), and a _conflicts.txt file extension is added.

Event-based controllability check

The controllability check verifies whether a supervisor automaton does not disable edges with
uncontrollable events of the (combined) plant automata. If the check fails, the tool reports where it
fails. If the check succeeds, it reports the edges with controllable events that are disabled by the
Supervisor.

The tool takes a .cif file containing a supervisor automaton, and one or more plant automata.
Besides the general event-based restrictions, the tool does not support:

* Having more than one supervisor automaton.

* Having no plant or supervisor automaton.

* Having an automaton with a different kind than plant or supervisor.

* Having a non-deterministic automaton.

* Events that are not controllable or uncontrollable.
The controllability check tool produces a report text file with its findings. It states whether the

controllability property holds (no edges with uncontrollable events of the plant are disabled) or
fails (one or more edges with uncontrollable events in the plant are disabled by the supervisor).

If the controllability property holds, the tool lists the disabled controllable events, which can be
useful in the design process. If the property fails, the tool lists the edges that are disabled by the
supervisor.

Starting the controllability check tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools » Apply controllability check....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-
based synthesis tools > Apply controllability check....

» Use the cifctrlchk tool in a ToolDef script. See the scripting documentation and tools overview
page for details.



e Use the cifctrlichk command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Report file: The absolute or relative local file system path to the output report file with disabled
events. If not specified, defaults to the input file path, where the .cif file extension is removed
(if present), and a _disableds. txt file extension is added.

Event-based language equivalence check

The language equivalence check verifies whether two automata produce the same language, that is,
at every point they are marked in the same way and can produce the same events. Note that even
automata with a different number of locations or edges can be language equivalent.

All reachable locations of the automata are checked. In particular, it also checks locations that are
outside the marked behavior (that is, reachable locations that are not marked and are not on a path
to a marked location). To avoid false positives, you may want to ensure that both automata are trim.

One practical application is to verify whether a manually created supervisor is equivalent to an
automatically generated one. If they are not, a counter example is produced.

The tool takes a .cif file containing exactly two automata, that must be deterministic, have the
same alphabet, and have an initial location. In addition, the general event-based restrictions apply
as well.

The language equivalence check tool can produce three different results:
* The output stating Automata have the same language when the two automata are language

equivalent.

* The output stating Automata have a different language when an event can be performed in a
location in one automaton, while from the equivalent location in the other automaton the same
event cannot be performed.

* The output stating Automata have a different language when a location in one automaton is

marked, while the equivalent location in the other automaton is not marked.

In the last two cases, the equivalent location is derived by walking from the initial location to the
location of interest in both automata using the same sequence of events. When two automata are
not language equivalent, a counter example is produced that shows the sequence of events to reach
the equivalent locations.

Starting the language equivalence check tool

The tool can be started in the following ways:



* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools » Apply language equivalence check....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply language equivalence check....

» Use the ciflngeqv tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

* Use the ciflngeqv command line tool.

Options
Besides the general application options, this application has the following options:

 Input file: The absolute or relative local file system path to the input CIF specification.

Event-based NFA to DFA automaton conversion

The event-based NFA to DFA automaton conversion takes a non-deterministic automaton and
produces a deterministic automaton with the same language. It thus determinizes the NFA to a DFA.

The tool takes a .cif file containing one automaton. In addition, the general event-based
restrictions apply as well.

The output is a .cif file containing a deterministic automaton that is language equivalent with the
input automaton. The resulting automaton has the same supervisory kind as the input automaton.
The resulting DFA is not necessarily minimal, but can be minimized using the DFA minimizer.

Starting the NFA to DFA automaton conversion tool

The tool can be started in the following ways:

 In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose

CIF synthesis tools > Event-based synthesis tools > Apply NFA to DFA automaton
conversion....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-
based synthesis tools > Apply NFA to DFA automaton conversion....

» Use the cifnfadfa tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

¢ Use the cifnfadfa command line tool.

Options

Besides the general application options, this application has the following options:
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* Input file: The absolute or relative local file system path to the input CIF specification.

* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _dfa.cif file extension is added. The dfa part of the default extension depends on the
Result name option.

* Result name: The name to use for the projected automaton. If not specified, defaults to dfa. Also
affects the Output file option.

» Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default. If the output CIF file has an automaton with only a single
non-initial location, then the location does not get a state annotation, regardless of whether the
option is enabled or not.

Event-based DFA minimization

Minimizing the number of locations of an automaton while preserving the language gives a
canonical representation of the language, making it easier to compare automata. The DFA
minimization tool computes such a minimal automaton.

The tool takes a .cif file containing one deterministic automaton with an initial location. In
addition, the general event-based restrictions apply as well.

The DFA minimization tool produces an automaton with the same language, but with the minimal
number of locations. If the original automaton already had the minimal number of locations, the
result is the same as the input.

To minimize an NFA, first determinize it to a DFA.

Starting the DFA minimization tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools » Apply DFA minimization....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply DFA minimization....

* Use the cifdfamin tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

¢ Use the cifdfamin command line tool.

Options
Besides the general application options, this application has the following options:

 Input file: The absolute or relative local file system path to the input CIF specification.
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* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _minimal.cif file extension is added. The minimal part of the default extension depends on
the Result name option.

* Result name: The name to use for the minimized automaton. If not specified, defaults to minimal.
Also affects the Output file option.

* Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default.

Event-based automaton projection

The event-based automaton projection takes an automaton and a subset of the events of its
alphabet that should be preserved. The other events of the alphabet are considered to be internal
steps and get replaced by epsilon at the edges. The algorithm produces a deterministic automaton
with the subset as its alphabet that has the same language.

The tool takes a .cif file containing one automaton, and the names of the events that should be
preserved. In addition, the general event-based restrictions apply as well.

The output is a .cif file containing a deterministic automaton that is language equivalent with the
input automaton with respect to the set of preserved events. The resulting automaton has the same
kind as the input automaton. The resulting automaton is a DFA that it is not necessarily minimal,
but can be minimized using the DFA minimizer.

Starting the automaton projection tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools > Apply automaton projection....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools > Apply automaton projection....

» Use the cifproj tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

* Use the cifproj command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Preserved events: Comma and/or whitespace separated absolute names of events that should be
preserved.
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* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _projected.cif file extension is added. The projected part of the default extension
depends on the Result name option.

* Result name: The name to use for the projected automaton. If not specified, defaults to
projected. Also affects the Output file option.

* Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default. If the output CIF file has an automaton with only a single
non-initial location, then the location does not get a state annotation, regardless of whether the
option is enabled or not.

Event-based observer check

The event-based observer check takes an automaton, and a subset of the events of its alphabet that
are observable. The check verifies whether the automaton after projection (see Event-based
automaton projection) can derive the (abstracted) state of another component by synchronizing
only on the observable events.

The tool takes a .cif file containing one automaton, and the names of the events that are
observable. In addition, the general event-based restrictions apply as well.

The output is a report file that indicates whether the observer check property holds. If it fails, the
events causing failure are also listed.

Starting the observer check tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools > Apply observer check....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-
based synthesis tools » Apply observer check....

» Use the cifobschk tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the cifobschk command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Observable events: Comma and/or whitespace separated absolute names of events that are
observable.



* Report file: The absolute or relative local file system path to the output report file. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _observation.txt file extension is added.

Event-based automaton abstraction

The event-based automaton abstraction takes an automaton, and a subset of the events of its
alphabet that are observable. The abstraction produces a non-deterministic abstracted automaton
with the observable events as its alphabet, that is weakly bisimilar to the original automaton.

The tool takes a .cif file containing a single automaton, and the names of the events that are
observable. Besides the general event-based restrictions, the tool does not support:

* Having no automata at all, or more than one automaton.

* Automata with only marked locations, or with only non-marked locations.

* Observable events that are not in the alphabet of the automaton.

The output is a .cif file with the abstracted automaton. The resulting automaton has the same kind
as the input automaton.

Starting the automaton abstraction tool

The tool can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose

CIF synthesis tools » Event-based synthesis tools » Apply automaton abstraction....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply automaton abstraction....

* Use the cifabstr tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the cifabstr command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Observable events: Comma and/or whitespace separated absolute names of events that are
observable.

* Output file: The absolute or relative local file system path to the output CIF file. If not specified,
defaults to the input file path, where the .cif file extension is removed (if present), and a
_abstracted.cif file extension is added. The abstracted part of the default extension depends on
the Result name option.



* Result name: The name to use for the abstracted automaton. If not specified, defaults to
abstracted. Also affects the Output file option.

* Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default.

Event-based trim check

This check verifies that the automata in the given file are trim, that is, in each automaton, all the
locations must be both reachable and coreachable.

The general event-based restrictions apply.

If the check fails for one or more automata, the tool reports for each automaton, whether all its
locations are reachable and coreachable. It also lists the locations where the property fails.

Starting the trim check tool

The tool can be started in the following ways:
* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools » Apply trim check....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools > Apply trim check....

» Use the ciftrimchk tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the ciftrimchk command line tool.

Options
Besides the general application options, this application has the following options:

* Input file: The absolute or relative local file system path to the input CIF specification.

* Report file: The absolute or relative local file system path to the output report file with disabled
events. If not specified, defaults to the input file path, where the .cif file extension is removed
(if present), and a _trimcheck. txt file extension is added.

Event-based trim

The trim tool makes an automaton trim by removing all locations that are not reachable or
coreachable.

The input is a .cif file with one automaton, and the tool produces a new .cif file with the trim
automaton. In addition, the general event-based restrictions apply as well.

If the automaton in the input was already trim, all locations are preserved.



Starting the trim tool

The tool can be started in the following ways:
* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF synthesis tools » Event-based synthesis tools > Apply trim....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools » Event-

based synthesis tools » Apply trim....

» Use the ciftrim tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the ciftrim command line tool.

Options

Besides the general application options, this application has the following options:

Input file: The absolute or relative local file system path to the input CIF specification.

* Output file: The absolute or relative local file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a _trim.cif file extension is added. The trim part of the default extension depends on the
Result name option.

* Result name: The name to use for the trim automaton. If not specified, defaults to trim. Also
affects the Output file option.

» Add state annotations: Add state annotations to the locations of the automaton in the output CIF
file. This option is enabled by default. If the output CIF file has an automaton with only a single
non-initial location, then the location does not get a state annotation, regardless of whether the
option is enabled or not.

4.2.3. CIF to Supremica transformer

The CIF to Supremica transformer can be used to transform CIF specifications to Supremica
modules (*.wmod files). Supremica is a tool for synthesis of discrete event supervisors.

Starting the transformation

The transformation can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose

CIF synthesis tools » Convert CIF to Supremica....

* In Eclipse, right click an open text editor for a .cif file and choose CIF synthesis tools »
Convert CIF to Supremica....
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» Use the cif2supremica tool in a ToolDef script. See the scripting documentation and tools
overview page for details.

* Use the cif2supremica command line tool.

Options
Besides the general application options, this application has the following options:

* Input file path: The absolute or relative local file system path to the input CIF specification.

* Output file path: The absolute or relative local file system path to the output Supremica module
file. If not specified, defaults to the input file path, where the .cif file extension is removed (if
present), and a .wmod file extension is added.

* Supremica module name: The name of the Supremica module. If not specified, defaults to the
name of the output file, after removal of the .wmod extension (if present).

* Eliminate enumerations: Enable this option to eliminate enumerations and replace them with
integers before transforming to Supremica. Disable this option to keep enumerations in the
generated Supremica module. By default this option is disabled.

Even though Supremica supports enumerations in its language, it doesn’t support them in all its
algorithms. Even if the original CIF transformation being transformed does not use
enumerations, enumerations may still be generated internally during preprocessing.

Supported specifications

The CIF to Supremica transformer supports a subset of CIF specifications. The following restrictions
apply:
* Kindless/regular automata (without a supervisory kind) are not supported. Only plant,
requirement, and supervisor automata are supported.

* Events not declared as controllable or uncontrollable are not supported. This includes the tau
event, both explicitly used on edges, as well as implicitly for edges without explicitly mentioned
events.

* Initialization predicates outside of locations are not supported.

* Marker predicates outside of locations are only supported if they have the form
discrete_variable = marked _value.

* Discrete variables with multiple marker predicates are not supported.

* Locations with initialization or marker predicates that are not trivially true or false are not
supported.

* Automata that do not have exactly one initial location are not supported.
 State invariants in locations are not supported.

« State invariants are only supported if they are requirement invariants.



* Kindless/regular state/event exclusion invariants (without a supervisory kind) are not
supported. Only plant, requirement, and supervisor state/event exclusion invariants are
supported.

» Discrete variables that have multiple potential initial values (in {...} or in any) are not
supported.

* Continuous variables are not supported.
* Input variables are currently unsupported.

* Multi-assignments on edges (such as do (x, y) := (1, 2)) are not supported. However, it is
allowed to use multiple assignments on an edge (such asdo x := 1, y := 2).

 Partial variable assignments (such as do x[@] := 5) are not supported.

* Conditional updates on edges (such asdo if b: x := 5 end) are not supported.
» Urgent locations and urgent edges are not supported.

* User-defined functions are not supported.

* Channels (events with data types) are not supported.

* Only the following data types are supported: boolean types, ranged integer types, and
enumeration types.

* Only the following expressions are supported: boolean literal values, integer literal values,
binary expressions (partially, see below), unary expressions (partially, see below), and
references to constants, discrete variables, enumeration literals, and casts that don’t change the

type.

* Only the following binary operators are supported: logical equivalence (<=>), logical implication
(=>), conjunction (and) on boolean operands, disjunction (or) on boolean operands, addition (+)
on ranged integer operands, subtraction (-) on ranged integer operands, multiplication (*) on
ranged integer operands, integer division (div) on ranged integer operands, integer modulus
(mod) on ranged integer operands, equality (=), inequality (!=), less than (<) on ranged integer
operands, less than or equal to (<=) on ranged integer operands, greater than (>) on ranged
integer operands, and greater than or equal to (>=) on ranged integer operands.

* Only the following unary operators are supported: logical inverse (not), negation (-) on a ranged
integer operand, and plus (+) on a ranged integer operand.

* I/O declarations are ignored. A warning is printed if a CIF/SVG input declaration is encountered.

* Annotations are ignored.

Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to
increase the subset of CIF specifications that can be transformed:

* Remove I/O declarations

* Remove position information

* Remove annotations



* Eliminate component definition/instantiation

» Eliminate state/event exclusion invariants

* Add default initial values

* Eliminate automaton self references

* Eliminate algebraic variables

* Eliminate the use of locations in expressions

* Eliminate type declarations

* Eliminate monitors

* Convert enumerations to integers (if enabled via the corresponding option)
 Simplify values

» Simplify others

Transformation result

The CIF automata kinds plant, requirement, and supervisor are mapped to Supremica kinds Plant,
Specification, and Supervisor, respectively.

All generated Supremica automata are tagged as non-deterministic, as CIF automata may be non-
deterministic.

Nameless CIF locations are given the name X in Supremica automata.

Supremica does not support boolean values. Instead of true, value 1 is used, and instead of false,
value 0 is used. For boolean types (bool), ranged integer types (int[0..1]) are used.

The absolute names of all CIF objects (automata, variables, etc) are used, where the . characters are
replaced by : characters. For enumeration literals, the non-absolute name of the enumeration
literal is used, prefixed with :1it:.

No geometry is generated. When the generated Supremica file is opened in Supremica, Supremica
will perform auto layouting.

Initialization

For the initial values of the variables, initialization predicates are generated (e.g. x == 3). Earlier
versions of Supremica that support variables allowed deterministic initialization (only the initial
value), and non-deterministic initialization (initialization predicates). The most recent version only
allows non-deterministic initialization, which is why we generate initialization predicates.



Marking

In CIF, if none of the locations of an automaton are indicated as marked, the automaton has no
marked locations. In Supremica, if none of the locations of an automaton are indicated as marked
(:accepting), all locations of the automaton are implicitly marked. When transforming a CIF
automaton without any marked locations, a warning is printed to the console to inform the user of
this difference.

In CIF, if none of the values of a variable is indicated as marked, the variable has no marked values.
In Supremica, if none of the values of a variable is indicated as marked (:accepting), all values of
the variable are implicitly marked. When transforming a CIF variable without any marked values, a
warning is printed to the console to inform the user of this difference.

Location pointer variables that are automatically generated, such as the ones generated by the
Eliminate the use of locations in expressions CIF to CIF transformation, have no marking and thus
lead to warnings.

State invariants

If the CIF model being transformed contains state invariants, an uncontrollable u_inv_bad event is
added to the Supremica module. It is renamed if the name is not unique. A plant automaton named
inv_plant (renamed if not unique) is added as well. This plant enables the u_inv_bad event if and
only if at least one of the invariants doesn’t hold. A requirement automaton inv_req (renamed if not
unique) is added as well. The requirement disables the event globally. Since blocking an
uncontrollable plant event in a requirement is forbidden, synthesis will prevent such blockage (by
disabling controllable events), thereby ensuring that the state invariants hold after synthesis.

Alphabets

In CIF, it is possible to explicitly specify the alphabet of an automaton. This alphabet may include
more events than occur on the edges of the automaton, thereby globally disabling those additional
events. Supremica automatically determines the alphabet automatically, based on the events that
occur on the edges of the automaton, just like CIF does if no explicit alphabet is specified. If a CIF
automaton with 'additional’ events is transformed, a self loop is added to the initial state for each
'additional’ event, with a false guard (0 in Supremica). This ensures that the event occurs on an
edge, and is thus part of the alphabet, but is not enabled.

Range semantics

In CIF, if an update of an edge results in out of range values of variables, the CIF specification is
considered invalid, and the simulation will result in a runtime error. In Supremica, the simulation
does not result in a runtime error, but instead the offending transition is disabled/forbidden.



Jumping semantics

Consider the following CIF model:

plant automaton p:
controllable c_event;
disc int[0..3] v = 0;

location loc1:
initial;
marked;
edge c_event do v := v + 1 goto loc2;

location loc2:
edge c_event goto locT1;
end

There are two locations, and the edges allow for moving from one location to the other. Both edges
use the same event. Every odd transition (the first transition, the third transition, etc), the value of
variable v is increased by one. Every even transition, the value of variable v is not changed. After a
few transitions, the simulation crashes due to overflow of variable v.

To ensure the same semantics in Supremica, such that for every even transition the value of
variable v does not change, the CIF model is modified by the transformation, to the following:

plant automaton p:
controllable c_event;
disc int[0..3] v = 0;

location loc1:
initial;
marked;
edge c_event do v :

v + 1 goto loc2;

location loc2:
edge c_event do v := v goto loc1;
end

Users of the transformation don’t have to do anything themselves, as the tool automatically adds
the dummy assignments as needed. If the tool would not have added such dummy assignments,
then the value of variable v would have been able to jump to any value (in its range [0..3]) for
every even transition, according to the Supremica semantics.

4.3. Simulation, validation, and verification tools



4.3.1. CIF simulator

The CIF simulator can be used to explore the state space of CIF specifications, either interactively, or
using a more automated approach. Powerful visualization features allow for interactive
visualization-based validation of the CIF specification.

Basics

Supported specifications

Starting the simulator
o Initialization of the CIF specification
* Terminating the simulator

e Simulation of traces

Repeated simulation
Input/output

* Input modes
* Non-urgent events

* Simulation output
Advanced

» Simulator options

» Simulation performance

ODE solver (integration and guard/event detection)

* Java compiler
Miscellaneous

* Execution mode
* Complete mode
» External user-defined functions

* Profiling

Stochastic distributions and seeds
Developers

* Maximum time point tolerance
* Debugging generated code

e Test mode



Simulation basics

Supported specifications

The CIF simulator supports a subset of CIF specifications. The following restrictions apply:

* Time dependent state invariants are not supported. This applies only to state invariants.
State/event exclusion invariants are supported.

Specifications with component definitions/instantiations are not natively supported by the CIF
simulator. Therefore, they are automatically eliminated by the simulator, as a preprocessing step,
using the CIF to CIF transformation to eliminate component definition/instantiation.

Automata with multiple possible initial locations, input variables, and discrete variables with
multiple possible initial values (including any) are not supported, unless additional initialization is
provided.

Input variables are in principle simulated as having a constant value. The only way for them to
change value, is by having SVG input mappings update them. Alternatively, input variables may
first be merged with other variables that provide their values.

The controllability of events is ignored by the simulator, as are marker predicates.

All automata are simulated as plants. That is, all automaton kinds are ignored by the simulator.
However, simulating requirements as plants may lead to unexpected results. Therefore, the
simulator prints warnings to the console, whenever requirements are simulated. It is highly
recommended to first apply supervisor synthesis to the specification, and simulate the resulting
specification using the simulator. Alternatively, apply verification to the specification, remove the
verified requirements, and simulate the resulting specification using the simulator.

Similar to requirement automata, the simulator warns about simulation of requirement invariants.

Annotations are ignored.

Starting the simulator

The CIF simulator can be started in the following ways:
* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF simulation, validation and verification tools » Simulate CIF specification....

* In Eclipse, right click an open text editor for a .cif file and choose CIF simulation, validation
and verification tools » Simulate CIF specification....

» Use the cifsimtool in a ToolDef script. See the scripting documentation and tools overview page
for details.

e Use the cifsim command line tool.

Once you start the simulator, an option dialog will appear, where you can configure the simulation
options.

Instead of a CIF model (e.g. a .cif file), simulation can also be started for a compiled code file (e.g. a



.cifcode file). For compiled code files, an additional option is available. The simulator can also be
started by double clicking such a file.

Initialization of the CIF specification

CIF supports discrete variables with multiple potential initial values, as well as discrete variables
with an arbitrary initial value, and input variables without an explicit value. Furthermore, CIF
supports automata with multiple potential initial locations. The simulator however, needs to know
how to initialize the specification. The initial values of discrete variables and input variables, and
the initial locations of automata, can be specified using the CIF specification initialization option
(Simulator category). Initialization can be provided using the option, per discrete variable, input
variable or automaton.

For discrete variables and input variables, initialization is of the form var:value, where var is the
absolute name of a discrete variable or input variable, and value is a CIF literal that represents a
valid initial value for the variable. Providing an initialization with a function type or a distribution
type, is not supported.

For an automaton, initialization is of the form aut:loc, where aut is the absolute name of an
automaton, and loc is the name of a location of that automaton. Providing an initialization for an
automata with only one nameless location, is not supported.

It is not allowed to provide multiple initializations for a single variable or automaton.

If insufficient initializations are provided, variables and automata may not be initialized. That is,
the simulator may not be able to choose between the multiple potential initial values or locations.
The simulator will report such problems, indicating the specification is unsupported without
additional or alternative initializations.

It is also possible that initializations in the CIF specification itself are incomplete or conflicting, the
provided initializations are conflicting, or their combination is conflicting. Furthermore,
initializations may be provided for values or locations that are not potential initial values or
locations. In all such cases, initialization fails. The simulator will report such problems, providing
detailed information about what caused the initialization failure.

Terminating the simulator

The CIF simulator can terminate for various reasons. This page explains each of them, as well as
some other information related to termination of the simulator.

Initialization failure

If initialization of the specification fails, the simulation will terminate immediately.

Deadlock

If simulation results in deadlock, no more transitions are possible, and the simulation will
terminate.



Simulation does not immediately terminate when deadlock occurs, if an interactive input mode is
used and history is enabled. Instead, the user is asked whether to terminate the simulation, undo
one or more transitions, or reset the simulation.

Simulation end time

Using the Simulation end time option (Simulator category), the end time of the simulation can be
configured. By setting a simulation end time, you ensure that when the value of variable time
reaches that value, the simulation terminates.

By default the simulation end time is set to 'infinite', which means that simulation termination is
not limited by a simulation end time. Settings a simulation end time also limits the maximum
duration of a time transition.

Simulation does not immediately terminate when the configured end time is reached, if an
interactive input mode is used and history is enabled. Instead, the user is asked whether to
terminate the simulation, undo one or more transitions, or reset the simulation.

Runtime error

If simulation results in a runtime error, the simulation will terminate immediately.

End of trace file

If the trace input mode is used, and no more commands are available in the trace file, the
simulation will terminate immediately.

User-requested termination

The user can manually request termination of the simulation in several ways.

Termination requests have no effect while the simulator interactively asks for input from the
console. However, once input is provided via the console and Enter is pressed, the termination
request will be processed.

During the execution of external user-defined functions, termination requests are not processed. If
an external user-defined function doesn’t terminate, the simulator can’t be terminated by the user.

Termination requests issued between intermediate frames are delayed until the next intermediate
frame.

Interactive console input

Termination of the simulation can be requested, when using the interactive console input mode, by
typing q and pressing Enter, whenever the simulator interactively asks for input via the console.



Interactive GUI input

Termination of the simulation can be requested, when using the interactive interactive GUI input
mode, by closing the GUI of the interactive GUI input component, when the simulator asks for input
via that GUI, or by clicking the console termination button.

Applications view

The Applications view has several termination features that may terminate any application,
including the CIF simulator. See the documentation for that view, for details.

Console termination button

Simulation can be terminated at any time, by using the Terminate button (M), located at the upper
right corner of the console.

Note however that if the console does not have the focus, this button may not be visible. If the
button is not visible, click somewhere in the console to make the button appear. If even then the
button is still not available, it may still appear if you Maximize the console. Due to these issues, use
of the termination features of the Applications view is recommended over using the Terminate
button of the console. See the documentation for that view, for details.

Closing last real-time visualizer

If the last remaining real-time output component (visualizer) is closed by the user, the simulator
will be asked to terminate as soon as possible.

Confirming termination

When simulating within Eclipse, all visualizers remain open, after the simulation has terminated.
This allows you to observe the final state of the simulation, before manually closing the visualizers.

When simulating on the command line (outside of Eclipse), termination of the simulator means that
the visualizers are also closed. To allow you to observe the final state of the simulation, you are
asked to confirm termination of the simulator, and therefore closing of the visualizers, by pressing
Enter at the console.

By default, you are only asked to confirm termination of the simulator when simulating on the
command line (outside of Eclipse), at least one visualizer is visible at the end of the simulation,
simulation did not result in a runtime error, and test mode is disabled. The Ask to confirm simulator
termination option (Simulator category) can be used to configure whether the simulator asks the
user to confirm termination of the simulator, terminate automatically, or decides by itself whether
to ask the user for confirmation or terminate automatically. The latter (letting the simulator decide
by itself) is the default.

Simulation of traces

The CIF simulator simulates one particular trace through the state space of the specification. To
better understand what the previous sentence means, this page further explains each of those
concepts.



State

Automata consist of one or more locations. However, at any time, an automaton can only be in one
of its locations. This location is called the current or active location. The current location of an
automaton is also called the state of the automaton.

Similar to having multiple locations in automata, variables usually have many possible values.
However, similar to automata having only one current location, variables can not have two values
at the same time.

The current location of each of the automata (i.e. the states of the automata), together with the
current values of the variables (all discrete, input and continuous variables, including variable
time), is called the state of the specification. The state of the specification (or simply 'the state"), is all
the information that needs to be maintained about the history of the simulation, going forward.

For instance, consider the following specification:

automaton button:
event pushed, released;

location Released:
initial;
edge pushed goto Pushed;

location Pushed:
edge released goto Released;
end

automaton machine:
event producing, produced;

location Idle:
initial;
edge producing when button.Pushed goto Producing;

location Producing:
edge produced goto Idle;
end

We have two automata, button and machine. Pushing the button (event button.pushed) turns on the
machine. Releasing the button (event button.released) turns it off. Initially, the machine is Idle.
While the button is pushed (location button.Pushed is the current location of automaton button), the
machine can start to create a product (event machine.producing). Once the machine has produced a
product (event machine.produced), the machine becomes idle again. Note that once the machine
starts producing a product, it always finishes producing it, even if it is turned off in the mean time.

The state of automaton button is either of its locations: button.Released or button.Pushed. Similarly,



the state of automaton machine is machine.Idle or machine.Producing. Initially, the system is in state
button: Released, machine: Idle, time: 0.0. For the remainder of variable time will omitted from
the state, for brevity only. Furthermore, also for brevity only, we’ll omit the names of the automata.
Therefore, the initial state is Released, Idle.

State space

The state space of a specification consists all the possible states of the specification, connected by
the transitions via which they can be reached.

For the example above, the state space is (event names are abbreviated):
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Since both automata can be in two states, the state space in this case consists of four states. From
the initial state (the upper left state), the button can be pushed, leading to the upper right state,
where the button is pushed, while the machine has not yet started to produce a product. The
machine can then start to produce a product (going to the lower right state). If however the button
is released before the machine can respond by starting to produce a product, we go back to the
upper left state. When the machine finishes creation of the product, we go from the lower right
state back to the upper right state. If on the other hand the button is released, while the product is
still being produced, we go from the lower right state to the lower left state. If we then push the
button again, we go back to the lower right state. If instead the button is not pushed, and the
machine finishes producing the product, we go from the lower left state back to the upper left state.

Traces
A trace is a sequence of transitions, from the initial state, through the state space.

In state spaces, most states usually have multiple outgoing transitions. This means there is choice.
That is, it is possible to choose to which next state to go. Furthermore, it is usually possible to keep
taking transitions forever, which means we can have infinite traces.

For the example above, some of the possible traces are shown below. Only the first five transitions



of the traces are shown. State names are abbreviated, to the first letters of the names of the
locations.

* RI - pushed - PI — released —» RI — pushed — PI — released - RI — pushed —» PI — ...

* RI - pushed —» PI - producing - PP — produced - PI — producing —» PP — produced - PI - ...

* RI - pushed —» PI — producing - PP — released - RP — produced —» RI - pushed - PI — ...
In the first trace, we push the button, release it, push it again, release it, and push it again, all
without ever starting to produce a product. This traces shows us what happens if the button is

constantly being pushed and released, as quickly as possible, without the machine being able to
respond to this, by starting to produce a product.

In the second trace, we push the button, we start to produce a product, we finish producing it, start
to produce another product (the button is still pushed), finish producing the second product, and
start to produce a third product. This is a trace of a typical usage scenario, where we start the
machine, and the machine keeps running.

In the third trace, we push the button, start to produce a product, release the button before the
product is finished, finish producing the product, and push the button again. This trace is another
typical usage scenario, which also includes turning off the machine.

Simulation

As stated at the top of the page: 'The CIF simulator simulates one particular trace through the state
space of the specification'. To see why this is the case, we take a look at the main simulation loop, as
used by the simulator:
e Calculate the initial state, and set it as the current state.
e Forever, do:
o If the user-provided simulation end time is reached, stop simulation.
o Calculate the possible transitions for the current state.
o If no transitions are possible (deadlock), stop simulation.
> Choose one of the possible transitions.
- Take the chosen transition, and set its target state as the new current state.
While this main simulation loop is simplified with respect to the real implementation, it gives some
insight into the inner workings of the simulator. The simulator keeps taking transitions. Once a
transition is taken, the current state is updated to the target state of the transition. This means that
the other possible transitions (the ones that were not chosen), are not taken. Therefore, if we want

to take a different transition, we should restart simulation from the initial state, and make different
choices. That is, if we want to simulate a different trace, we perform another simulation.



Validation

The simulator can be used to gain confidence in the correctness of the specification. By simulating
various traces, we can observe what happens in different scenarios (use cases). Since the number of
traces if often infinite, covering the entire state space, and all possible traces, is impossible.
However, by wisely choosing the traces we simulate, we can cover a large part of the state space.

It should be clear by now, that simulating a single trace is almost never enough to conclude that
your specification is 'correct'. Different traces lead to different behavior, and only by testing enough
traces, and thus covering enough of the system’s behavior, can you conclude that your specification
works as expected (for those traces).

Repeated simulation

When simulating a CIF model, the simulator reads the CIF file, checks it for validity, generates Java
code, compiles the code, and uses the compiled code using the actual simulation. All of this takes a
bit of time, or even quite some time, depending on the size of the model. This situation is not ideal
for repeated simulations, for instance when trying different scenarios or use cases, when
simulating with different options, or when repeating simulations with various different
initializations or due to stochastic behavior. The startup time for the first simulation is also present
for the second simulation, etc.

It would be much better to generate and compile the code just once, and then simulate multiple
times using the already compiled code, significantly reducing the startup time of the simulations.
This is especially useful for automated repeated simulations, where the same simulation model,
either with different options (for instance different initializations) or with the same options for a
model with stochastics, is simulated multiple times and the results of simulation are for instance
compared or aggregated in some way.

Compiling just once

The simulator can be used to generate code and compile it only once. By enabling the Compile only
option (Compiler category), the simulator will perform all steps needed to generate and compile the
code, and will then save the compiled code to a file. After saving the file, the simulator will
terminate, not simulating the model.

By default, the input file name (e.g. some_file.cif) is used to construct the name of the simulator
compiled Java code file, by removing the .cif file extension if present, and adding a .cifcode file
extension to it (e.g. resulting in some_file.cifcode). It is possible to change this file name by using
the Compiled code file option (Compiler category). If used, it specifies the absolute or relative local
file system path to the compiled Java code file.

The compiled code file can be put in any directory. It does not have to be in the same directory as
the original CIF model. However, make sure that any additional files, such as SVG images for
visualization with the SVG visualizer, remain in their original locations. They will be resolved
relative to the original location of the CIF model that was compiled.
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Simulating using a compiled code file

There are several ways to start simulation with a compiled code file. In fact, all the ways to start
simulation for normal CIF models (e.g. .cif files), apply to compiled code files (e.g. .cifcode file) as
well. The simulator checks whether the input file name ends with .cifcode and then loads the
compiled code file, instead of treating the input model as CIF model.

Alternatively, a .cifcode file can be double clicked in the Eclipse Project Explorer tab or Package
Explorer tab, to immediately start simulation. An option dialog is shown to configure any simulator
options.

A warning is printed to the console if the compiled code file was generated by a different version of
the simulator than the one used to simulate it. Ignoring the warning may lead to unexpected
simulation results, or even simulator crashes.

Option effects and priorities

Most simulator options have no effect when the Compile only option (Compiler category) is enabled,
as after code is generated, compiled, and saved to a file, the simulator terminates, and no actual
simulation is performed.

The Compile only option (Compiler category) has no effect when debugging generated code, by
enabling the Load debug code option (Simulator category).

Example

As an example, consider the following CIF model in file machine.cif:

event enter;
event processed;
event exit;

automaton machine:
disc int count = 0;
disc real process_time;
disc dist real d = normal(10, 7);
cont t der 1.0;

location waiting:
initial;
edge enter do (process_time, d) := sample d, t := @ goto processing;

location processing:
edge processed when t >= process_time goto done;

location done:
edge exit do count := count + 1 goto waiting;

end

print machine.count for final;



The model consists of a machine that processes products. Initially, the machine is waiting. Once a
product enters the system, the machine will start processing. Once the product is processed, the
machine is done and will be waiting for the next product to enter. The time it takes to process a
product varies with each product. A normal distribution with a mean of 10 and a variance of 7 is
used to model the varying processing times.

The print declaration at the end of the model is used to print the number of processed products at
the end of the simulation.

Consider the following ToolDef script:

from "lib:cif" import *;
cifsim("machine.cif --compile-only=on");
rmfile("out.txt", force=true);

for x in range(1000):
string args = "machine.cifcode -i auto -a first -t 100 -o print";
cifsim(args, stdout="out.txt", appendOut=true);

end

double minimum = 9999;

double maximum = -9999;

for line in readlines("out.txt"):
double value = <double>line;
minimum = min(minimum, value);
maximum = max(maximum, value);

end

outtn("Minimum: %.2f", minimum);
outln("Maximum: %.2f", maximum);

The import statement makes the CIF tools available. The first cifsim command generates code for
the machine.cif model, compiles it, and saves it to machine.cifcode. The rmfile command removes
the out. txt file, in case it was left over from a previous run of the script.

The body of the for statement is executed 1000 times. Each time, the cifsim command is used to
simulate the model, using the already compiled code in machine.cifcode. The simulation uses
automatic mode due to -1 auto, always chooses the first available transition due to -a first, ends at
time 100 due to -t 100, and only outputs text for print declarations due to -o print. The output of
the simulation is not written to the console, but to out.txt due to the use of the stdout parameter of
the cifsim tool. The appendOut parameter is enabled to ensure that the output of each simulation is
appended (added) to the out.txt file instead of overwriting the file for each simulation. After the
simulations, the out.txt file will contain the number of processed products for each of the
simulation experiments.

The remainder of the script computes the minimum and maximum number of products (minimum
and maximum throughput) of the machine, as observed from the experiments. Both the minimum
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and maximum are initialized. Then each line of the out.txt file is processed. The numeric value is
obtained by casting the text of the line to a double number. Then the minimum and maximum are
updated as needed. After the minimum and maximum are calculated, they are printed to the
console as floating point numbers with two digits after the decimal mark.

The output of the execution of the script could look like this, but may vary given that stochastics are
used:

Minimum: 7.00
Maximum: 12.00

Applications view

The Applications view shows the current status of each running application. For repeated
simulation, lots of applications may be started in a short period of time. Also, a lot of status updates
need to be processed by the view in a short amount of time. This may lead to many updates of the
GUI of the Applications view, which could potentially reduce the responsiveness of Eclipse, and
decrease the performance of the simulation. If you experience such problems, simply close the
Applications view while running a repeated simulation.

Simulation input/output

Input modes

The CIF simulator simulates traces through the state space of a specification. If multiple transitions
are possible, a choice must be made. The simulator defers this choice to an input component.

The primary responsibility or an input component is to choose the transition to take, from the given
possible transitions, calculated for the current state. If the chosen transition is a time transition, the
input component must also decide the amount of time to delay.

The input component to use for the simulation, depends on the input mode, which can be
configured via the Input mode option (Input category). The simulator has several input modes:

* Interactive console input mode
* Interactive GUI input mode

* Automatic input mode

* Trace input mode

* SVG input mode

Only one input mode, and thus one input component, can be used for each simulation. By default,
the GUI input mode is used.

The following information on other topics, related to input modes, is available:

e Semi-automatic mode



 State history (reset, undo)

Interactive console input mode

In the interactive console input mode, the simulator interactively asks the user to choose the
transitions to take, etc. The questions are asked via text printed to the console. The user enters
his/her choice via the console as well.

Choosing a transition to take

The following is an example of the simulator interactively asking the user to choose a possible
transition:

Possible transitions:
#1: event machinel.c_start
#2: event machine2.c_start
#3: delay for (0 .. 100.0]

Select a transition ([1..3]). Enter q to quit. Enter h for help and additional
commands. Confirm with <ENTER>:

Here, three possible transitions are given, numbered 1 to 3. For your convenience, they are sorted
alphabetically on the names of the events, with event tau always at the end, just before time
transitions.

The user should enter a command, and confirm that choice by pressing Enter . Several command are
available:

* Entering a number in the given range, corresponding to the transition with that number, will
result in that specific transition being taken. So, entering 2 and pressing Enter, will result in the
simulator taking the transition for event machine2.c_start. The valid choices for the transitions
are indicated by the range [1..3]. In case of an invalid number, an error message is printed to
the console, and the user can choose again.

* Entering nothing, and only pressing Enter, defaults to choosing transition 1.

» Entering r or R, and confirming that by pressing Enter, will reset the simulation to the initial
state. If reset is not enabled, or not possible for the current state, an error message is printed
and the user can choose again.

* Entering v or U, and confirming that by pressing Enter, will undo one transition. If undo is not
enabled, or not possible for the current state, an error message is printed and the user can
choose again.

* Entering u <n> or U <n>, with <n> a positive number, and confirming that by pressing Enter, will
undo n transitions. If undo is not enabled, it is not possible to undo n transitions for the current
state, an error message is printed and the user can choose again.

* Entering q or Q, and confirming that by pressing Enter, will terminate the simulation.

* Entering h or H, and confirming that by pressing Enter, will result in the simulator printing a
short help text to the console, that shows the available commands. The user is then again asked



to choose.

If a choice is made that is invalid or is not available for the current state, an error message is
printed to the console, and the user is asked to make an other choice.

Choosing a time transition duration

If the user chooses a time transition (choice 3 in the above example), the simulator subsequently
asks for the duration of the time delay:

Select a duration from (@ .. 100.0]. Empty choice equals maximum delay. Enter q to
quit. Confirm with <ENTER>:

Here, the duration of the time delay is to be entered. In this case, the duration must be in the (0 ..
100.0] interval. That is, it must be larger than zero, and less or equal to 100.0. Both integer and real
values are allowed. As before, confirm with Enter.

Pressing Enter without having entered anything, defaults to the maximum delay, which in this case
is 100.0. Entering q or Q, and confirming that by pressing Enter, will terminate the simulation.

If a choice is made that is invalid, an error message is printed to the console, and the user is asked
to make an other choice.

Choosing between termination or going back

If no transitions are possible, for instance due to deadlock or reaching the end-user provided
simulation end time, the simulator may interactively ask the user to choose between termination of
the simulation, resetting the simulation to the initial state, or undoing some transitions. This choice
is only presented if either reset or undo is enabled, as otherwise there is no choice to make.

The following is an example of the simulator interactively asking the user to choose between
termination and going back:

Simulation resulted in deadlock. Enter q to quit. Enter h for help and additional
commands. Confirm with <ENTER>:

The user should enter a command, and confirm that choice by pressing Enter . Several command are
available:

* Entering r or R, and confirming that by pressing Enter, will reset the simulation to the initial
state. If reset is not enabled, or not possible for the current state, an error message is printed
and the user can choose again.

* Entering u or U, and confirming that by pressing Enter, will undo one transition. If undo is not
enabled, or not possible for the current state, an error message is printed and the user can
choose again.

* Entering u <n>or U <n>, with <n> a positive number, and confirming that by pressing Enter, will
undo n transitions. If undo is not enabled, it is not possible to undo n transitions for the current



state, an error message is printed and the user can choose again.
* Entering q or Q, and confirming that by pressing Enter, will terminate the simulation.

* Entering h or H, and confirming that by pressing Enter, will result in the simulator printing a
short help text to the console, that shows the available commands. The user is then again asked
to choose.

If a choice is made that is invalid or is not available for the current state, an error message is
printed to the console, and the user is asked to make an other choice.

Semi-automatic mode

By default, in the interactive console input mode, the user is asked to choose, even if for instance
there is only one possible transition. Having to choose for every transition can become tiresome. To
reduce the number of situations where a choice is required, the semi-automatic mode is available.

Interactive GUI input mode

In the interactive GUI input mode, the simulator interactively asks the user to choose the transitions
to take, etc. Choices are presented using a GUI (Graphical User Interface). The user makes choices
via the GUI as well.

Layout

The following is an example of the simulator interactively asking the user to choose a possible
transition:

|i Switch.u_on b

|i time delay [(~1.25e-07) *

The events of the system are vertically listed, in alphabetical order, with event tau at the end, just
before the [time delay], [reset], and [undo]. If there are too many elements to fit vertically,
more columns are used. If things still don’t fit, a horizontal scroll bar is shown.

Availability

Choices for events are only present if the events are interactively chosen. If they are (semi-
)automatically chosen, they are not shown in the GUI. Similarly, choices for time delay are only
shown if time transitions or their durations are interactively chosen. For more information, see the
Semi-automatic mode section below.

For event tau, the choices are additionally only shown if there is at least one tau edge in the
specification.



The choice to reset the simulation is only shown if resetting the simulation is enabled. Similarly, the
choice to undo transitions is only shown if undo is enabled.

If none of the choices are to be shown in the GUI, the GUI itself is not shown at all.

Buttons

For each element, there are two buttons. The left button shows the name of the event, or a
description of the choice (e.g. time delay, reset), and can be used to quickly choose a transition. The
second button shows an arrow, and can be used to show a popup menu, presenting additional
choices. What exactly is chosen when clicking the button, and what exactly is shown in the popup
menu, differs for the different choices. The sections below provide further details.

If no choice needs to be made at the moment, all buttons are disabled. If a choice needs to be made,
only those buttons that represent active choices are enabled.

Styling

For non-urgent events, the label of the left button is italic. For urgent events, as well as for non-
event choices, the label uses a normal font.

Before each element a colored box is shown. The box is gray while that particular choice is not
available. If choices are available, the box is green for controllable events, red for uncontrollable
events, blue for other events, and for everything else (time delay, reset, and undo) it is black when
using a light theme and white when using a dark theme. The text of the left button is colored
similarly to the box. The colors help to quickly identify elements with possible choices.

Labels

Between the buttons, a label may be shown, to provide more details. When the label is shown, and
what text is shown, differs for the different choices. The sections below provide further details.

In the above image, the system has five events, besides the tau event. The simulator asks the user to
choose between a transition for event Switch.u_on and a time transition.

Choosing an event transition

For an event, the first button makes it possible to quickly choose a transition for that event. If
clicked, the possible transitions are filtered to those for the chosen event, and the automatic input
component is asked to make the actual choice, based on its own configuration.

If multiple transitions are possible for a single event, the number of possible transitions is displayed
as label between the two buttons for that event. The following image shows an example:

|i b2m (2) =

event b2m (communicates value 0)
event b2m (communicates value 0)

In this example, two transitions are possible for event b2m. By clicking the button labeled with b2m,



the automatic input component is asked to choose between the two transitions, based on its own
configuration. By clicking the arrow button, a popup menu is shown, showing the two transitions.
The popup menu allows manually choosing which transition to take, by clicking the menu item of
the transition you wish to take.

Choosing a time transition and duration

The [time delay] button makes it possible to quickly choose the time transition. By default the
maximum allowed delay duration will be used. This duration is displayed as label between the two
buttons, in short form with three significant digits. By clicking the arrow button, additional options
become available. These options also show the complete durations. The following image shows an
example:

|i time delay |[(~0.300) *

delay for (0 .. 0.20000000000000066], custorn duration. ..
delay for (0 .. 0.30000000000000066], maximum duration

At most 0.30000000000000066 units of time can pass (0.300 in short form). The first option is to
choose a custom duration. The second option is to choose that maximum duration, similar to
clicking the [ time delay] button. The following image shows the dialog that is presented to the
user to enter the custom duration:

%_-. Time transition duration

Specify a time transition duration in the range (0 .. 100.0]:

1m1.n

oK Cancel

By entering an integer or real number for the duration, that exact amount of time units will pass,
after clicking the [ OK ] button. If the [ Cancel ] button is clicked instead, the choice is canceled, and
the user is again free to choose between all available choices.

Choosing to reset the simulation

The [reset ] button makes it possible to reset the simulation to the initial state. The popup menu
that can be shown by clicking on the arrow button, has only one option, which the same effect as
clicking the button. The following image shows the popup menu:

|i reset hd

reset to initial state

Choosing to undo some transitions

The [undo ] button makes it possible to undo a single transition, and go back to the state just prior
to that transition. The number of transitions that can be undone, is displayed as label between the



two buttons.

Clicking the arrow button shows a popup menu with additional options. Menu items are present to
undo 1 transition, to undo 2 transitions, to undo 3 transitions, etc, for as many transitions as can be
undone. The following image shows an example with two transitions that can be undone:

|i undo (2) -

undo 1 transition
undo 2 transitions

At most 10 such menu items are shown. If more than 10 transitions can be undone, an additional
choice is present, that allows entering a custom number of transitions to undo. The following image
shows an example with 12 transitions that can be undone:

|i undo (12) =

undo 1 transition
undo 2 transitions
unde 3 transitions
undo 4 transitions
undo 5 transitions
undo & transitions
undo 7 transitions
undo 8 transitions
undo 9 transitions
undo 10 transitions
unde custom number of transitions

Selecting that last option will present the user with a dialog, to select the number of transitions to
undo:
= Murmnber of transitions to undo

Specify an undo count in the range [1 .. 12]:

E

QK Cancel

The number of transitions needs to be entered as a positive number, within the given range.
Clicking the [ OK] button will undo the requested number of transitions. If the [ Cancel ] button is
clicked instead, the choice is canceled, and the user is again free to choose between all available
choices.



Semi-automatic mode

By default, in the interactive GUI input mode, the user is asked to choose, even if for instance there
is only one possible transition. Having to choose for every transition can become tiresome. To
reduce the number of situations where a choice is required, the semi-automatic mode is available.

Choices that are no longer available due to them being automatically chosen by enabling semi-
automatic mode, are not shown in the GUI of the interactive GUI input mode. See also the
Availability section above.

By enabling semi-automatic mode to automatically choose time transitions (option value time),
while not automatically choosing the delay durations of time transitions (option value timedur),
time transitions are automatically chosen, but the user is still asked to choose the duration of the
time transitions. For this choice, all non-time choices are disabled, making only the time related
choices available. The effect of the [time delay] button remains the same, i.e. choosing the
maximum allowed or available delay. The popup menu for the time delay also still shows the
default options, to choose either a specific custom delay duration, or the maximum duration.

By enabling semi-automatic mode to automatically choose the delay durations of time transitions
(option value timedur), while not automatically choosing the time transition themselves (option
value time), the effect of the [ time delay ] button changes from choosing the time transition with
the maximum allowed or available delay, to choosing the time transition and letting the automatic
input component choose the actual delay duration, based on its own configuration. The popup
menu for the time delay then only shows one option, to let the automatic input component choose,
identical to the effect of the [ time delay ] button.

Termination

By closing the GUI of the interactive GUI input component, no more interactive choices can be
made. The next time an interactive choice is to be made, the simulation terminates.

The simulation can also be terminated by clicking the red stop button of the Eclipse console.

Automatic input mode

In the automatic input mode, the simulator automatically chooses transitions as well time
transition durations. How the simulator chooses however, can be influenced using options. These
options are explained below. The final section of this page explains the limitations of using these
options.

Automatic mode choice algorithm option

In the automatic input mode, the simulator automatically chooses the transitions to take, without
any user interaction. The choice that is made can however be influenced using the Automatic mode
choice algorithm option (Input category). The following choices are available:

¢ First transition.

e Last transition.



¢ Random transition (random seed).

* Random transition (specific seed).

The options to choose the first or last transition do exactly what they state, i.e. they choose the first
respectively the last transition from the list of possible transitions. Note that event transitions are
always listed before time transitions, but event transitions can only be listed together with time
transitions if non-urgent events are present. Also note that if transitions for the tau event are
present, they are listed after the transitions for all other events.

The other two options randomly choose a transition from the possible transitions. If a random seed
(for the random number generator) is used, each simulation will potentially choose a different
trace. In this case, the seed that is used, is printed to the console at the start of the simulation. If a
specific seed is used, then the choices are still random, but can be reproduced. Each simulation,
using random automatic input mode, with the same seed, for the same specification, should lead to
the same trace. Seeds are integer numbers from the range [0 .. 2%].

Automatic mode time transition duration option

In the automatic input mode, the simulator automatically chooses the durations of the time
transitions, without any user interaction. The choice that is made can however be influenced using
the Automatic mode time transition duration option (Input category). The following choices are
available:

e Maximum allowed duration.
 Random duration (random seed).

* Random duration (specific seed).

The option to choose the maximum allowed duration does exactly what it states, i.e. it chooses the
maximum allowed duration for each time transition, until the next potential state event.

The other two options randomly choose a duration for the time transitions. For both options, a
uniform random distribution is used, which is sampled to obtain the time at which time transitions
are to be 'interrupted’ or 'cut off'. The upper bound (exclusive) of the uniform random distribution
is to be provided by the user. You can think of these random options as adding an extra automaton
to the specification, that could look as follows:

automaton auto_time trans_duration:
const real UPPER = ...;
disc dist real d = uniform(0.0, UPPER);
disc real timeToWait;
cont t der 1.0;

location sampling:
initial;

edge do (timeToWait, d) := sample d goto waiting;

location waiting:



edge when t >= timeToWait do t := 0.0 goto sampling;
end

The upper bound of the uniform real distribution (UPPER > 0), is provided by the user. A sample is
taken from the distribution, indicating the time to wait before the time transition is to be
interrupted. Once that much time has elapsed, a new sample is taken, and the process repeats itself.
The actual implementation is slightly different, in that no actual automaton is added, no additional
tau transitions result from using this option, and no zero length time transitions are chosen.
However, the effect is very similar.

So, say the user wants to use a uniform distribution over interval [0 .. 10). The simulator takes a
sample, say 3.0. Assume we then get a time transition for at most 0.5 time units. We take that entire
transition and are left with 2.5 remaining time units (3.0 - 0.5). If we then get another time
transition for at most 1.2 time units, we take that one entirely as well. We are left with 1.3 (2.5 - 1.2)
time units. If we would then get a time transition for at most 5.0 time units, the automatic input
component ensures that we instead get a time transition for at most 1.3 time units, instead of one
for at most 5.0 time units. Since we choose to interrupt after 1.3 time units anyway, there is no
reason to compute the remainder of the time transition after those 1.3 time units. We choose the
entire time transition of 1.3 time units, and compute a new sample. The simulator then once again
calculates new transitions, and the process repeats. The next time transition that is calculated will
be for the remaining 3.7 (5.0 - 1.3) time units, unless it is interrupted again before that time, i.e. if
the new sample is smaller than 3.7.

If a random seed (for the random number generator) is used, each simulation will potentially
choose a different trace. In this case, the seed that is used, is printed to the console at the start of the
simulation. If a specific seed is used, then the choices are still random, but can be reproduced. Each
simulation, using random automatic time transition duration, with the same seed, for the same
specification, should lead to the same trace. Seeds are integer numbers from the range [0 .. 2*].

The random durations are particularly useful in combination with non-urgent events, as it allows
the non-urgent events to be chosen at the moment the time transition is interrupted. That is, it
allows the non-urgent events to occur at random times. Using this option, the user can specify the
distribution used for 'cutting up' the time transitions, and thus the possible moments when non-
urgent events can potentially take place. This is in addition to the state events, at which the non-
urgent events can also be chosen. These new additional possibilities however, are not influenced by
the occurrence rate of the events of the system, and allow more control for the user. In particular
for cases where the simulation allows infinite time transitions (no state events), the infinite time
transitions can then be interrupted to allow non-urgent events to take place.

Limitations

Using the two options described above, and choosing random for each of them, introduces a certain
degree of randomness to the trace that the simulator will explore. This randomness however, is
rather limited. For one, the distributions that are used are mostly fixed, as the options don’t allow
using for instance an exponential distribution. Furthermore, there is no way to specify the
distribution for events individually, and it is not possible to specify the distribution between event
transitions and time transitions. Concretely, the options for instance don’t enforce that non-urgent



events get chosen. They may be chosen when the time transitions are interrupted, or at state events,
but that is not guaranteed, as the simulator may choose the time transition again, after the
interruption.

The options provide a lightweight, quick, and easy to use approach to adding some randomness. If
more control is needed, the environment can instead be modeled explicitly in the CIF model, thus
defining when the non-urgent events may or will occur. One way to accomplish this, is by adding a
use case.

Undo/reset

The automatic input mode does not support undo and reset.

Trace input mode

In the trace input mode, the simulator automatically chooses transitions as well as time transition
durations, based on a user provided trace file.

Trace file

If the trace input mode is used, the Trace input file option (Input category) can be used to specify the
path to the trace file. If the path is not explicitly specified, the input CIF file path is used, where the
.cif file extension is removed if present, and a .trace file extension is added.

The trace file uses a line based file format. Leading (at the beginning of the line) and trailing (at the
end of the line) whitespace is ignored. Empty lines as well as lines starting with a hash character (#)
are ignored as well. Lines starting with a hash character can be used as comment lines. All other
lines contain commands.

There are two types of commands: option commands and non-option commands. The option
commands must always be before the non-option commands.

Option commands

All option commands use the option NAME VALUE syntax, where NAME is the name of the option, and
VALUE is the value of the option. Option commands must be specified in the trace file, before any
other (non-option) commands. The remainder of this section explains the available options.

* option strict on/off (default off)

The strict option can be used to specify whether a strict match is expected for an event. If strict
mode is on (option strict on), it is considered an error if more than one transition is possible for
an event from the trace. If strict mode is off (option strict off), and there are multiple possible
transitions for an event from the trace, the automatic input component is asked to choose
between those possible transitions for that single event, based on its own configuration. The
strict option applies only to events, not time delays.

* option time off/implicit/explicit (default implicit)

The time option can be used to specify the time mode to use. If the time mode is off (option time
off) , time passage is not allowed. That is, time delays/transitions are never chosen, and the



value of variable time remains zero during the entire simulation. For this mode, the time
command is not allowed.

If the time mode is implicit (option time implicit), time delays are chosen if necessary. The
simulator will use the least amount of time passage possible, to still enable the events as
specified in the trace. In other words, if an event is possible no time delays occur, and otherwise
the simulator delays for as long as is needed until the event becomes enabled. For this mode, the
time command is not allowed.

If the time mode is explicit (option time explicit), time delays are only possible if the time
command explicitly allows time passage.

Transition commands

The transition commands can be used to specify the actual trace itself, to choose specific transitions.
The following commands are available:

e event NAME

The event command indicates that an event transition should be taken. The event to choose is
indicated by the NAME part, which must be an absolute name of an event. For an automaton a
with an event e, NAME must be a.e, and the full command would thus be event a.e.

If CIF textual syntax keyword are used as names for events (such as plant), then they must be
escaped in .cif files (e.g. $plant). For event commands however, no escape characters ($) should
be used in event names.

If the specified event is not enabled in the current state, the simulator checks whether time
passage is allowed and possible. For the off time mode, time passage is not allowed, and the
simulation results in deadlock. For the implicit time mode, the simulator delays if a time
transition is possible, and otherwise simulation results in deadlock. For the explicit time mode,
if the current event command was preceded by an explicit time command, the simulator delays
if a time transition is possible, and otherwise (current command not preceded by time
command or no time transition possible) simulation results in deadlock. Upon deadlock,
simulation ends, and a warning is printed to the console to indicate the event that was not
enabled.

If multiple transitions are possible for the event, due to non-determinism, the strict option (see
above) determines if and how the simulator proceeds.

e time

The time command explicitly indicates that time is allowed to pass, i.e. the simulator may delay
by choosing a time transition. This command is only allowed for the explicit time mode.

The time command does not ensure that time passes. It specifies that time passage is allowed,
not that it is required. Specifying the time command multiple times without an intermediate
event command has the same effect as specifying the time command only once. That is, it
doesn’t matter how many times you allow time passage, once is enough.

The trace input mode does not support undo and reset.



Simulation

The commands from the trace file are processed in the order they occur in the trace file. After all
commands have been used to select transitions, and no more commands are available, the
simulation ends. The simulator indicates the simulation has terminated at the request of the user,
as the user did not include any more commands in the trace file.

Simulation is also terminated if deadlock occurs or the user-specified simulation end time 1is
reached, even if more (unprocessed) commands are still available.

SVG input mode

In the SVG input mode, SVG interaction is used. It allows SVG images that are used for SVG
visualization to be used to interactively control the simulation. Since the SVG images are reused,
using the SVG input mode requires the use of SVG visualization. If the CIF specification contains
CIF/SVG input mappings, and SVG input mode is not used, the simulator simply ignores the input
mappings.

This page explains the use of the SVG input mode of the CIF simulator at runtime (during
simulation).

How it works

During simulation, as long as none of the interactive SVG elements (the SVG elements for which an
input mapping exists) are clicked, the corresponding events or updates are never executed. For the
other events (the non-interactive events), a choice is made using the automatic input component.
The automatic input component makes a choice based on its own settings.

Hovering

When moving over one of the interactive SVG elements of the SVG visualization, using the mouse
pointer, the border of the SVG element is highlighted in red. This makes it easier to identify the
interactive SVG elements in the SVG visualizer. When an interactive SVG element is clicked, the
color is changed from red to green, for as long as the mouse button is not released.

Clicking

The mouse click (and not the release) makes that the input component will interrupt any time
transition that is currently being taken by the simulator. Then, when asked to choose a next
transition, it will apply the input mapping for the interactive SVG element that was clicked. The
event or update that results from the input mapping is then chosen. If the event is not enabled at
that time, no transition is taken and a warning is printed to the console. To prevent such situations,
you can use a monitor automaton. If multiple transitions are possible for an event, the choice
(between the transitions for that event only) is deferred to the automatic input component, which
makes a choice based on its own settings. Note that multiple transitions are only possible if
complete mode is enabled.



Queue

The SVG input mode allows interactively choosing certain events by clicking on interactive
elements of an SVG image. The SVG input mode is however not officially an interactive input mode.

The image plays the part of the environment. Whenever an interactive element is clicked, the
element is added to a queue. If a user quickly clicks the same element multiple times, or quickly
clicks different elements, they are all stored in the queue, and the queue can grow. The transition to
take is automatically chosen, based on the queue of events. If the queue is empty, the environment
(the SVG image and the user) doesn’t allow the interactive events. If the queue is not empty, the
environment allows exactly one interactive event, the one at the head of the queue. The model,
together with the queue, form a closed model, without further interaction. Each interactive SVG
element that is clicked, will be used in the order they were clicked, to choose transitions.

The SVG input mode internally acts as an automated input mode, that makes choices about which
transitions to take, without further user interaction. Since no further user interaction is possible,
undo and reset are also not supported.

Debugging

The console debugging output for CIF/SVG mappings includes debugging output for SVG input
mappings. Input mappings that encounter runtime errors have stack traces similar to those of
output mappings.

Responsiveness

SVG input is usually combined with real-time simulation. Clicking an interactive SVG element
results in the application of an input mapping, which results in an event or update. That mapping is
put in the queue. If a time transition is being taken by the simulator, the simulator will continue to
take that time transition until the input component interrupts it. However, an input component can
only interrupt a time transition during intermediate frames. As such, choosing a low frame rate
(typically less than 10 frames per second) can significantly reduce the responsiveness of the SVG
input.

Hovering interactive SVG elements highlights their borders in red. This too becomes less responsive
when a low frame rate is used.

Interactive groups

It is possible to make a group of SVG elements (an svg:g element) an interactive element. By doing
so, all the elements that are part of the group together become one single interactive element.

One practical example where this is very useful, is for buttons with a text label. In SVG, this
requires the use of a rectangle and a text label. To ensure that clicking either one of them results in
the same event, group the rectangle and text label together in a group. Then assign an id to the



group and use that id in an input mapping. During simulation, when hovering over either the
rectangle or the text label, both will be highlighted. Clicking on either of them results in the
corresponding input mapping being applied, and the resulting event or update being chosen by the
SVG input component.

In general, if an SVG image is clicked, the simulator will figure out on which graphical element the
user clicked. If that element is itself an interactive SVG element, then the corresponding mapping is
applied. If it is not an interactive SVG element, its parent (which may be a group) is checked. If the
parent is not an interactive SVG element either, the parent of the parent is checked, etc. If none of
the ancestors is an interactive SVG element, clicking the element has no effect on the simulation.
Because of this behavior, it is strongly recommended not to make a child (or descendant in general)
of an interactive SVG element interactive as well.

Semi-automatic mode

By default, in the interactive console and GUI input modes, the user is asked to choose, even if for
instance there is only one possible transition. Having to choose for every transition can become
tiresome. To reduce the number of situations where input is required, the semi-automatic mode is
available. Semi-automatic mode allows the simulator to automatically choose certain transitions,
while leaving the remaining choices for the user. The following choices can be automatically made
by the simulator, in semi-automatic mode:

* Automatically choose a transition if there is only one transition possible.

» Automatically choose time transitions, regardless of how many transitions are possible.

* Automatically choose the delay duration of time transitions.

* Automatically choose event transitions (for certain events), regardless of how many transitions

are possible.

Each of these possible automatic choices can be individually enabled, through the Interactive mode
automatic transition choice option (Input category). As value for the option, comma separated filters
should be supplied. The following filters are available:

* 1 to automatically choose a transition if there is only one transition possible.

* time to automatically choose time transitions.

* timedur to automatically choose the delay duration of time transitions.

* The name of an event, to automatically choose event transitions for that event.

* urgent to automatically choose event transitions for all urgent events.

For events, the absolute names of the events are used. That is, for an automaton a, with an event e,
the absolute name of the event is a.e. If CIF textual syntax keyword are used as names for events
(such as plant), then they must be escaped in .cif files ($§plant). For filters however, all escape
characters ($) in event names are ignored. The * character can be used as wildcard, to indicate zero
or more characters. The special urgent event filter matches all urgent events of the specification. If
an event filter doesn’t match any of the events of the CIF model, a warning is printed to the console.
If a filter doesn’t have any effect, because a previous filter already turned ensured that the
matching events into are automatically chosen, a warning is printed as well.



As an example, option value 1, g*, t* consist of three filters: 1, g*, and t*. The first filter indicates
that the simulator should automatically choose a transition if there is only one transition possible.
The second and third filters indicate that the simulator should also automatically choose all events
starting with an g or a t, such as g, g1, go, etc. Note that the wildcards apply only to events, so t*
does not mean that time transitions should be automatically chosen. The t* filter always matches
the tau event, as that event is implicitly always present.

If an automatic choice can be made, given the filter and the possible transitions, the transitions are
filtered to only keep the ones that can be chosen automatically, and they are sent to the automatic
input component, which then makes the actual choice, depending on its own configuration.
Similarly, if the delay duration of a time transition is to be automatically chosen, the automatic
input component is asked to choose, based on its own configuration.

State history

The CIF simulator can be used to explore the state space of a CIF model. It is possible to see step by
step, what is possible, and choose some transitions. Sometimes, after exploring a bit, you may want
to go back a bit, to explore some alternative behavior. Obviously, you can terminate the simulation,
and start a new one. There are several downsides to this. First, you have to start from the initial
state again, while you may want to only go back a few states, and continue from there. Second,
restarting the simulator may take some time, especially for large models. Third, if you use several
visualizations, you may have to layout them again, to be able to see all of them.

To make it easier to explore alternatives, the simulator supports resetting the simulation to the
initial state, as well as undoing a certain number of transitions. This page explains that
functionality in more detail.

Enabling history

The History option (Input category) can be used to enable or disable history. By default history is
enabled. Using the option, it can be disabled. Disabling history disables both the reset and the undo
functionality, which ensures no time or memory is consumed in keeping track of earlier states.

If history is enabled, it only has an effect if an interactive input mode is used. Other (automatic)
input modes will never perform a reset or undo. That is, the simulator will not keep track of any
history states, unless an interactive (either fully interactive or semi-automatic) input mode is used,
and history is enabled via the History option.

State stack

In order for the simulator to be able to go back to earlier states, it will need to remember those
states. To that end, the simulator can store states that it has encountered in a state stack. The initial
state is remembered separately. So, initially, the following is remembered:

Here, state 0 is the initial state. After two transitions are taken, the following is remembered:



BOf 12

Here, two more states, numbered 1 and 2 are remembered. After one more transitions is taken, the
following is remembered:

oY 1[2]3

Here, one more state, numbered 3, is remembered. In each case, the last shown state is the current
state. If we undo two transitions, the following is remembered:

o 1 |

As two transitions are undone, their resulting states (the last two states) are forgotten. If we take
one more transition after the undo, we get the following:

O 12

This state 2 may be the same one as before, or it may be a new one, if a different simulation choice
was made. If we reset the simulation, we forget all but the initial state, and end with up:

Stack size

For long simulations, a lot of states will need to be remembered. Each state that needs to be
remembered costs some amount of memory. To limit the amount of states that are remembered, the
History size option (Input category) can be used.

If set to infinite, there is no limit to the amount of states that can be remembered. If set to a finite
(non-negative) number, at most the given number of states are remembered, apart from the initial
state. So, if set to zero, only the initial state is remembered. If set to one, one additional state is
remembered, etc. The default history size is 100 states. Since if set to zero, only the initial state is
remembered, this completely disables undo functionality.

By introducing a maximum number of states that can be remembered, this also introduces a
maximum number of transitions that can be undone. Let’s consider a history size of 3. After three
transitions, the following is remembered:

PO 123

State 3 is the current state. It is possible to undo one, two, or three transitions, going back to states 2,
1, and 0, respectively. Now consider what happens when we take another transition. We already
remember three states besides the initial state, and have thus reached the maximum number of
states to remember. By remembering the new target state of the fourth transition, we need to let go
of state 1, as it is the oldest remembered state, not taking into account the initial state. After this
fourth transition, the following is remembered:

0] |[2][3]4




State 4 is the current state. We can undo one transition, to go back to state 3. We can also undo two
transitions, to go back to state 2. However, as we forgot all about state 1, we can’t undo three
transitions. Due to the gap between states 0 and 2, we can’t undo past state 2. As you can see from
this example, for a history size of 3, we can undo at most 3 transitions when there is no gap, and at
most 2 transitions when there is a gap.

Availability

If history is disabled, reset is not available. If history is enabled, reset is available only if the current
state is not the initial state. That is, reset is enabled for every state, except for the initial state.

If history is disabled, or the history size is zero, undo is not available. If history is enabled, and the
history size is positive or infinite, undo is available. The number of transitions that can be undone
depends on the number of states that is remembered. If n states are currently remembered,
excluding the initial state, then n - 1 transitions can be undone, at the least. If there is no gap, and
the current state is not the initial state, then n transitions can be undone.

Requests

Reset and undo are only supported by interactive input modes, as explained above.

When the simulator interactively asks the user to choose between some possible transitions, it may
also provide the possibility to reset the simulation to the initial state, or to undo some transitions.
The details on how the different choices are presented, and how the choice can be made, are
explained in the documentation for each of the interactive input modes.

If no transitions are possible, for instance due to deadlock or reaching the end-user provided
simulation end time, the simulator may interactively ask the user to choose between termination of
the simulation, resetting the simulation to the initial state, or undoing some transitions. This choice
is only presented if either reset or undo is enabled, as otherwise there is no choice to make. The
details on how the different choices are presented, and how the choice can be made, are explained
in the documentation for each of the interactive input modes.

Semi-automatic mode

By using semi-automatic mode, a purely interactive input mode, can be made semi-automatic. This
can lead to unexpected results, in combination with reset and undo.

Consider a situation where four transitions have been taken. The first transition was manually
chosen, as was the third. The second and fourth transition were automatically chosen. The user is
asked to interactively choose the fifth transition. Consider what happens if the user chooses to undo
three transitions. The simulator goes back to the state reached after the first transition. The possible
transitions are the same as the first time they were calculated. An automatic choice was made for
the second transition, so one will also be made the second time around. So, after the second
transition is once again automatically chosen, the user is interactively asked to choose the third
transition. So, instead of undoing three transitions and getting a choice for the second transition,
three transitions are undone, a second transition is automatically chosen, and the user is asked to
choose for the third transition.

Similarly, undoing the fourth transition, will result in a fourth transition being automatically



chosen again. If the same choice is made as before, undoing the fourth transition has no effect.

Resetting the simulation to the initial state, will not lead to the user being able to choose the
transition to take from the initial state, if the first transition is automatically chosen.

Non-urgent events

By default, the CIF simulator treats all events as urgent. That is, whenever a transition is possible
for any event, time may not progress. In other words, events take priority over time passage.
However, not all events should be urgent. As such, the simulator has a Non-urgent events option
(Input category), that makes it possible to let the simulator know about the non-urgent events. An
example of a non-urgent event is a button that can be pushed. The button can always be pushed,
now or in the future. The corresponding event is thus always enabled, but time should still be able
to progress, as the event may not actually happen at this time.

As value for the Non-urgent events option, comma separated filters should be supplied. Each filter
specifies one or more non-urgent events. The absolute names of the events are used. That is, for an
automaton a, with an event e, the absolute name of the event is a.e. If CIF textual syntax keyword
are used as names for events (such as plant), then they must be escaped in .cif files (§plant). For
filters however, all escape characters ($) in event names are ignored. The * character can be used as
wildcard, to indicate zero or more characters. The special svg filter can be used to turn all SVG
interactive/input events into non-urgent events. If a filter doesn’t match any of the events of the CIF
model, a warning is printed to the console. If a filter doesn’t have any effect, because a previous
filter already turned the matching events into non-urgent events, a warning is printed as well.

As an example, option value e, a.e, f*, t* consists of four filters: e, a.e, f*, and t*. The first filter
indicates that event e is a non-urgent event. The second filter indicates that event e in automaton a
is a non-urgent event. The third filter indicates that all events whose absolute name starts with an f
are non-urgent events. This could include events f, f1, foo, f.e, etc. The fourth filter is similar to the
third filter, but uses character t as a prefix, rather than character f. The t* filter always matches
the tau event, as that event is implicitly always present.

Simulating events as non-urgent is not supported when the execution mode is enabled.

Input modes

By default, the simulator does not know which events of the model are non-urgent events. By
letting the simulator know about them, it can properly simulate them with non-urgent semantics.
The CIF simulator however, has several input modes. This section discusses for each input mode,
the influence of non-urgent events, and their practical use.

* Interactive console input mode

When using the interactive console input mode, the simulator will interactively ask the user to
choose transitions, from the list of possible transitions printed to the console.

If however the CIF model contains events that are always enabled (such as a button that can
always be pushed), time may never progress. The simulator treats all events as urgent. By



specifying the always enabled events as non-urgent events, the user is free to choose between
those non-urgent events and time passage (time transitions). If combined with the semi-
automatic mode for the urgent events, the user can choose the non-urgent events and time
transitions, while the other/urgent events are automatically chosen by the simulator, reducing
the number of choices the user has to make.

* Interactive GUI input mode

When using the interactive GUI input mode, the simulator will interactively ask the user to
choose transitions, using a GUI (Graphical User Interface).

If however the CIF model contains events that are always enabled (such as a button that can
always be pushed), time may never progress. The simulator treats all events as urgent. By
specifying the always enabled events as non-urgent events, the user is free to choose between
those non-urgent events and time passage (time transitions). If combined with the semi-
automatic mode for the urgent events, the user can choose the non-urgent events and time
transitions, while the other/urgent events are automatically chosen by the simulator, reducing
the number of choices the user has to make.

* Automatic input mode

When using the automatic input mode, the simulator will automatically choose transitions,
based on certain criteria. If the CIF model contains a use case, the simulator automatically
simulates that use case.

If however the CIF model contains events that are always enabled (such as a button that can
always be pushed), time may never progress. The simulator treats all events as urgent. By
specifying the always enabled events as non-urgent events, the simulator is free to choose
between those non-urgent events and time passage (time transitions). If combined with the
random automatic mode choice algorithm, and random automatic mode time transition
duration, this allows for the automatic validation of arbitrary traces.

* SVG input mode

When using the SVG input mode, the simulator will automatically choose transitions, based on
certain criteria. The non-urgent events are usually coupled to the SVG image (using CIF/SVG
input mappings). This ensures that the non-urgent events are only enabled when the
corresponding interactive element of the image is clicked by the user. The SVG image plays the
role of the environment, closing the system. If the SVG image only partially closes the system,
the remaining non-urgent events can be specified, similar to the way they are specified for the
automatic input mode.

Supervisory control application domain

This section discusses non-urgent events in the application domain of supervisory control, where
the system consists of a plant (the hardware), and a supervisor (or other controller that restricts the
plant behavior).



Informally, we can distinguish the following types of events:
» Controller events

Controller events are those events that are initiated by a controller, such as a supervisor. These
events are usually controllable events. However, if supervisor synthesis is not used, the events
need not necessarily be controllable.

For controller events, the behavior is usually fully specified in the CIF model. That is, if the CIF
model contains both the plant and the controller, the CIF model determines when the events are
enabled, and when they are disabled. The controller events should happen as soon as they are
enabled. That is, once the controller determines that for instance a motor should be turned on,
the motor should be turned on without further delays. Thus, controller events are urgent.

For low-level controllers, the events generally correspond directly to the events of the actuators.
For instance, a controller may turn a lamp on or off. For higher level controllers however, there
usually is no such direct relation. Furthermore, internal events of the controller (usually event
tau, or other events that are neither controllable nor uncontrollable), are considered controller
events as well.

e Plant events

Plant events are those events that are initiated by the plants. These events are usually
uncontrollable events. However, if supervisor synthesis is not used, the events need not
necessarily be uncontrollable.

For plant events, the behavior is usually fully specified in the CIF model. The CIF model models
exactly when the events become enabled. For instance, when an elevator moves and reaches its
top position, the event that indicates that 'the top position sensor goes on' becomes enabled, and
should be executed at that time. That is, the plant model models/follows the physical behavior,
and determines when the plants events are enabled. This behavior is fully specified and known,
and further delays are undesirable. As such, plant events are urgent.

For low-level plants, the events generally correspond directly to the events of sensors. Typical
examples include limit sensors, such as the elevator top position sensor described above, and
sensors that detect products throughout the system. For higher level plants however, there
usually is no such direct relation. Furthermore, internal events of the plants (usually event tau,
or other events that are neither controllable nor uncontrollable), may be considered plant
events as well.

* Environment events

Environment events are those events that are initiated by the environment (anything outside
and the plants and the controller). These events are usually uncontrollable events. However, if
supervisor synthesis is not used, the events need not necessarily be uncontrollable.

The CIF model only observes or monitors the environment events. The environment (outside of
the behavior specified in the CIF model), determines when, if ever, the events actually happen,
and thus defines their behavior. From the point of view of the CIF model, the environment
events can happen at any time, and as such the CIF model allows them at all times. The



behavior is left completely unrestricted/free in the CIF specification, as it is unknown when the
events will actually happen. Since time may pass before these events actually happen (as
determined by the environment, rather than the CIF model), these events are thus non-urgent
(from the point of view of the CIF model). If the CIF model would instead consider them to be
urgent, the model would always forbid time to progress, even if the environment does not
currently allow any environment event to occur, leading to deadlock.

For low-level plants, the events generally correspond directly to the events of sensors. For
instance, the buttons of a user interface can be pushed and released. Other typical examples of
environment events include events for other user interface elements, and events that indicate
that a product has entered the system, from the environment of the system. For higher level
plants however, there usually is no such direct relation. Furthermore, internal events of the
plants (usually event tau, or other events that are neither controllable nor uncontrollable), may
be considered plant events as well.

Thus, for plant events as well as for controller events, the CIF model specifies/defines when the
events may/should occur, while for environment events the specification always allows them, and
lets the environment choose/determine when they actually occur. In other words, plant/controller
events originate from within the specification (internal behavior), while environment events
originate outside of the specification (external behavior).

A closed system is a system for which the entire behavior is specified in the CIF model. Closed
systems have no environment events.

An open system does not model the environment. As such, open systems typically have plant
events, controller events, and environment events. The environment events are then unrestricted
in the CIF model, leaving the environment (which is not specified) free to determine its own
behavior, and thus the behavior (enabledness) of the environment events.

An open system can be closed by adding a use case, which models one possible sequence of
behavior of the environment, over time. That is, the added use case eliminates environment events,
by defining when they are enabled. Open systems can also be closed by the simulator, as described
above for the different input modes.

As an example, consider the following open system:

plant automaton Button:
uncontrollable u_pushed, u_released;

location Released:

initial;

edge u_pushed goto Pushed;
location Pushed:

edge u_released goto Released;
end

plant automaton Lamp:
controllable c¢_on, c_off;



location Off:
initial;
edge c_on goto On;

location On:
edge c_off goto Off;
end

supervisor automaton ButtonLampController:
location:
initial;
edge Lamp.c_on when Button.Pushed;
edge Lamp.c_off when Button.Released;
end

Here we have a simple button and a lamp. The lamp can only be turned on while the button is
pushed, and will be turned off as soon as the button is released. The button events are environment
events, since it always possible to either push the button, or release it.

By specifying the button events as non-urgent events, and specifying the lamp events as semi-
automatic events, we can use the interactive console input mode or the interactive GUI input mode
to try different traces, where we only have to choose between the button events and how much
time we want to let pass.

Alternatively, we could add a use case, modeling one possible behavior of a user:

plant automaton User:
cont t der 1.0;

location:
initial;
edge Button.u_pushed, Button.u_released when t >= 1 do t := 0.0;
end

This specifies that the user either pushes or releases the button, after one unit of time has passed
(typically one second). Since clock t is reset each time, the user repeats this behavior. Thus, the
button is pushed after one second, for one second, after three seconds, for one second, after five
seconds, for one second, etc. This extended model (with use case), can be simulated using the
automatic input mode, as the User plant automaton closes the system.

Simulation output

The CIF simulator can produce various forms of output.

Console output

The default form of output is to the console. The type of console output to produce, is determined by



the Output mode option (General category). The following modes are available:
* Error: produces only error output. It is recommended not to use this mode. Use the warning
mode instead, if you wish to limit the amount of console output.

» Warning: produces error and warning output. Use this mode to be informed about potential
problems, while keeping the amount of console output to a minimum.

* Normal: produces error, warning, and normal output. This is the default output mode. The
information that is printed to the console for normal output can be configured using the Normal
output option.

* Debug: produces error, warning, normal, and debug output. This mode can be used to print
additional debugging information to the console. The information that is printed to the console
for normal output can be configured using the Debug output option.

The simulator can thus produce two types of configurable console output:

* Normal console output

* Debug console output

Output components

Besides console output, the simulator also features a powerful and extensible output framework.
This framework allows for the addition of output components, such as visualizers. The following
output components are currently available:

* Print output

e SVG visualizer

Trajectory data output
* Plot visualizer

» State visualizer
Other topics

* Real-time simulation

Normal console output

Normal console output mainly focuses on the state of the specification, and the progress of the
simulation.

Available types of normal output
The following types of normal output are available:
* The initial state [state-init] (default)

Prints the initial state to the console.



The target states [state-target] (default)

Prints all target states to the console. This includes all states reached by event transitions and
time transitions. Specifically, it excludes the initial state, and it includes the final/deadlock state.

The final state [state-final]

Prints the final state to the console, regardless of whether or not the final state is a deadlock
state.

The deadlock state [state-deadlock]
Prints the final state to the console, but only if it is a deadlock state.
The intermediate states [state-intermediate]

Prints all intermediate states to the console. Intermediate states are the states that are used to
generate intermediate frames, for smooth visualizations. The intermediate states are generated
for states between the start and end states of time transitions, when real-time simulation is
enabled. Note that this does not include the initial state, target states, and final/deadlock states.

The algebraic variables as part of the state [state-alg-vars] (default)

Prints the algebraic variables (derived state) as part of the state. This applies to all states,
including the states for intermediate frames. If no state information is printed, this output type
has no effect. Disabling printing of algebraic variables excludes algebraic variables, regardless
of whether state filtering includes or excludes them.

The derivatives as part of the state [state-derivs] (default)

Prints the derivatives of the continuous variables (derived state) as part of the state. This applies
to all states, including the states for intermediate frames. If no state information is printed, this
output type has no effect. The derivative of variable time is not included. Disabling printing of
derivatives excludes derivatives, regardless of whether state filtering includes or excludes
them.

The possible transitions (for interactive console choice only) [trans-minimal]

Prints the possible transitions to the console, if the interactive console input mode is used.
Multiple possible transition are always printed. Single possible transitions are only printed if
automatic choice for a single possible transition is disabled. Nothing is printed if no transitions
are possible.

The possible transitions (for interactive console choice, or if more than one transition) [trans-
default]

Similar to 'interactive console choice only', but additionally always prints the possible
transitions, if there are multiple possible transitions, regardless of the input mode. If complete
mode is enabled, then there may be cases where not all possible transitions are calculated, and
thus also not all possible transitions are printed.



* The possible transitions (always) [trans-always]

Always print the possible transitions to the console, regardless of the input mode, and the
number of possible transitions. However, nothing is printed if no transitions are possible. Also,
if complete mode is enabled, then there may be cases where not all possible transitions are
calculated, and thus also not all possible transitions are printed.

* The chosen transitions [chosen-trans] (default)
Prints the chosen transitions (the transitions that are about to be taken), to the console.
 The interrupted transitions [interrupted-trans] (default)

Prints information about interrupted transitions (time transitions that are stopped
prematurely) to the console.

e The simulation result [sim-rs1t] (default)

Prints the simulation result the console, at the end of the simulation, if simulation did not result
in a runtime error.

* The random seeds used for the random generators [seeds] (default)

Prints the seeds used for the random generators to the console, to allow reproducing the
simulation trace. Only if a random seed is used, is the seed printed. That is, for user-specified
seeds, the seed is not printed. The following seeds may be printed:

o The seed used for the random automatic mode choice algorithm.

o The seed used for the random automatic mode time transition duration.

o The seed used for the first random generator for a stochastic distribution. The seed is only
printed if it is used to create a random number generator for at least one stochastic
distribution.

* The print declarations output [print] (default)

Prints the output generated by print declarations.

Normal output option

In the option dialog, each of the different types of output can be enabled and disabled individually
(Normal output option, Output category).

From the command line, using the -o or --output option, the names of the different types of normal
output, as specified between square brackets, should be used, separated by commas. The output
types indicated with '(default)' are enabled when default settings are used, i.e. when the -0 or
--output option is not used. As an example, consider -o print,seeds or --output=print,seeds. Only
output generated by print declarations (due to print) and output about the used seeds for random



generators (due to seeds) is enabled, while all other output is disabled.

The output types that are specified using the option replace the default output types. However, it is
also possible to specify additions and removals relative to the default output, by prefixing output
types with a + or - respectively. For instance, when using -o -print,+trans-always or --output=
-print,+trans-always the default output is used, with print declarations output excluded from it
(due to -print), and with always printing possible transitions enabled (due to +trans-always).
Replacements (no prefix) may not be combined with additions/removals (+ or - prefix).

Specifying a replacement output type twice leads to a warning being printed to the console. Adding
an output type that is already present or removing an output type that is not present, also leads to a
warning being printed.

Output details

When printing states, variable time is always printed first. It is followed by the current location of
each of the automata, the current values of the state variables (the discrete, input and continuous
variables), the current values of the derivatives of the continuous variables, and the current values
of the algebraic variables. Except for variable time, the state objects are sorted alphabetically based
on their absolute names. For automata with a single nameless location, the current location is
always *.

For variables with a function type and implicit default values, the default values may include
defaultValueFunc, defaultValueFunc2, etc.

When printing the possible transitions, the event transitions are printed first, followed by the tau
transitions, and the time transition. The event transitions are sorted alphabetically on the names of
the events.

State filtering

By default, when printing states, all state objects are included. Using the Normal output state filters
option (Output category), the state objects can be filtered. The Normal output state filters option
only has effect if states are printed at all.

As value for the option, comma separated filters should be supplied. Each filter specifies one or
more state objects. The absolute names of the objects are used. That is, for an automaton a, with a
variable x, the absolute name of the variable object is a.x. If CIF textual syntax keyword are used as
names for events (such as plant), then they must be escaped in .cif files (§plant). For filters
however, all escape characters (§) in the names are ignored. The * character can be used as
wildcard, to indicate zero or more characters. If a filter doesn’t match any of the state objects of the
CIF model, a warning is printed to the console.

By default, filters include matching state objects. Filters may however be preceded by a - character,
turning them into exclusion filters, which exclude matching states objects rather than including
them. Filters are processed in the order they are specified, allowing for alternating additions and



removals. If a filter does not result in the addition/removal of any state objects to/from the filter
result, a warning is printed to the console. A warning is also printed if the entire state is filtered out.

As an example, option value a.*,-a.b*,a.bc* consists of three filters: a.*, -a.b*, and a.bc*. The first
filter indicates that state objects whose absolute names start with a. are to be included. The second
filter indicates that from those matching state objects, the state objects whose absolute names start
with a.b* are to be excluded. To that result, the third filter adds those state objects whose absolute
names start with a.bc*. For instance, if a specification contains state objects time, a.a, a.b a.bb, a.bc,
a.b.c, a.bc, a.bcc, and a.bcd, the result of the three filters is that the following state objects are
displayed: a.a, a.bc, a.bc, a.bcc, and a.bed.

The default option value (filter) is *.

Regardless of whether the filtered result includes them or not, all algebraic variables and
derivatives of continuous variables may be excluded, using the Normal output option.

Profiling

If profiling is enabled, all normal output is automatically disabled. That is, profiling suppresses all
normal output.

Debug console output

The following types of debug output are available:

Debug the CIF/SVG declarations [svg]

Prints debugging information to the console, for the CIF/SVG declarations. For more information
on this kind of debugging output, see the page on console debugging for CIF/SVG declarations.

* Debug the parser [parser]

Prints debugging information to the console, for the parser. This information is primarily
intended for the developers of the simulator, and not for end users.

* Debug the generated code (by writing it to disk) [gen-code]

The simulator generates highly optimized code for the specification. Enabling this debugging
output, writes the generated code to disk, for further debugging. This information is primarily
intended for the developers of the simulator, and not for end users.

* Debug the ODE solver [ode]

Prints debugging information to the console, for the ODE solver. This information can for
instance be used to figure out why a state event (guard change) was missed.



Debug output option

In the option dialog, each of the different types of output can be enabled and disabled individually
(Debug output option, Output category).

From the command line, using the -d or --debug option, the names of the different types of debug
output, as specified between square brackets, should be used, separated by commas. By default, i.e.
when not using the -d or --debug option, all debug output is disabled. As an example, consider -d
parser,svg or --debug=parser,svg. Debug output is printed for the parser (due to parser) and CIF/SVG
declarations (due to svg).

Specifying an output type twice leads to a warning being printed to the console.

Enabling any debug output, automatically changes the output mode to 'debug mode'.

Profiling

If profiling is enabled, all debug output is automatically disabled. That is, profiling suppresses all
debug output.

Print output

The CIF simulator supports several forms of output. By default, simulation results, such as the
current state, are printed to the console. While this provides useful information, it can also be
useful to generate custom output, tailored to one’s specific needs. To allow this, the CIF simulator
supports print output. Print output, by means of print declarations in the CIF specification, allows
to print custom text for certain transitions that occur during simulation, either to the console or to a
file.

Print output can be used to generate text that after simulation is further processed, for instance for
visualization or for analysis using statistical software. Print output can also be useful for
debugging.

Here we discuss the following topics related to simulation of CIF specifications with print
declarations.

* Overwriting files

« Single open

* Unused print file declarations

* Line-based output

* Output order

* Enabling/disabling print output

e Undo/reset



Overwriting files

If output is printed to files, those files are always overwritten for each simulation. That is, at the
start of the simulation, the output file is removed if present. A new empty file is then created, to
which the output is printed during the simulation.

Single open

If the same file or special target is used/specified multiple times, in different print file declarations
or locally in print declarations, the text produced by all these print declarations is all printed to that
single file or special target. The simulator only opens a stream to the file or special target once, and
prints to it all the output of all print declarations that apply to that file or special target.

Unused print file declarations

If a print file declaration does not apply to any print declarations, it is unused. The CIF simulator
will still open the file or special target for writing, but no text will be printed to it. A warning is
printed to the console, to indicate the potential problem. However, no such warnings are ever
printed for special target 'stdout'.

Line-based output

Output is printed in a line-based fashion. That is, every time text is printed for a print declaration,
the text is printed on a new line. If a single print declaration has two texts, one for the pre/source
state and one for the post/target state, both texts are printed on new lines.

Output order

The simulator guarantees that once text is printed for a certain state, no text shall ever be printed
during that same simulation, for previous states. That is, output text is ordered by 'increasing'
states. This guarantee holds for file output. For the special targets standard output stream (stdout)
and standard error stream (stderr), the output may get mixed, for instance on the Eclipse ESCET
IDE’s console.

The order in which text is printed for different print declarations that print text for the same state,
is determined by the order in which the print declarations are specified in the CIF specification,
from top to bottom. The order is determined per file or special target, after elimination of imports,
component definition/instantiation, etc. A depth-first traversal of the component hierarchy is used,
where the print declarations of components are considered before the print declarations of their
children.
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Enabling/disabling print output

Print output is enabled by default. It can be disabled by reducing the types of normal console
output using the Normal output option (Output category). Using that option it is also possible to
disable all other forms of normal output, to be able to see only the print output on the console. Print
output can also be disabled by changing the output mode to Error or to Warning, instead of Normal.

Undo/reset

By undoing one or more transitions, or by resetting the simulation, the state may change. However,
only previously taken transitions are undone. No new transitions are taken by undoing transitions,
or by resetting the simulation. As such, no new print output is generated.

SVG visualizer

The CIF simulator supports several forms of output. By default, simulation results, such as the
current state, are printed to the console. While this provides useful information, it is not easy to
decipher the precise state of a (sub-)system. Also, it does not give a graphical overview of the
current state of the system.

The simulator however, also supports SVG visualization, which allows the user to make an image of
the system, and have that image be updated by the simulator during simulation, based on the
current state of the system. This allows the user to see changes in the state of the system, in a
graphical representation of that system. This makes it much easier to get a global overview of the
system during simulation. Since the user makes the image, the representation directly corresponds
to the way the user sees the system.

The following topics with further information are available:

» Simulation of SVG visualizations
* Debugging SVG visualizations

e SVG viewer and visualizer

For SVG visualization with interaction, see the SVG input mode.

Simulation of SVG visualizations

A CIF specification with CIF/SVG declarations can be simulated, and the connected SVG image or
images are then visualized. This page discusses the following simulation related topics:

Batik rendering library
* Unsupported SVG features

* Unused images

Application order

SVG visualization options

* Demonstrations



e Undo/reset

Batik rendering library

The CIF simulator uses the free and open source Apache Batik SVG Toolkit to render SVG images.
During initialization, the CIF simulator loads the SVG image file or files that the user provided, and
subsequently has access to their XML trees. It then uses the Batik library to draw the SVG images
represented by the XML trees.

Unsupported SVG features

Multiple versions of the SVG standard exist. The above-mentioned Batik library supports version
1.1 of the SVG standard. Using an SVG image with unsupported SVG features results in the following
error when the SVG file is opened in the ESCET IDE:

ERROR: SVG image file "some_image.svg" is not an SVG file, is an invalid SVG file, or
contains unsupported SVG features.
CAUSE: invalid.element

Unused images

If an SVG image is connected to a CIF model, but there are no CIF/SVG input or output mappings
connected to it, the image is not used to represent the state of the model, nor to control the model
through interaction. In such cases, the simulator prints a warning to the console. Note that such
warnings are printed even if a connected image has SVG copy and/or move declarations associated
to it, but no input or output mappings.

Application order

When the simulator is started, the SVG image is loaded. First, the CIF/SVG copy declarations are
applied, to ensure all elements exist. For copies of copied elements, the former are applied after the
latter, to ensure the elements that need to be copied actually exist. Besides that, the copy
declarations from a CIF file are applied in the order in which they are specified (after elimination of
component definition/instantiation). The copy declarations are only applied once.

After the copy declarations, the CIF/SVG move declarations are applied. The move declarations from
a CIF file are applied in the order in which they are specified (after elimination of component
definition/instantiation). The move declarations are only applied once.

The CIF/SVG output mappings are applied after that, for the initial state. After the output mappings
have been applied, the resulting SVG image is shown by the simulator. The output mappings are
applied again and again, as the state of the CIF model changes.

The output mappings from a CIF file are applied in the order in which they are specified (after
elimination of component definition/instantiation). Note however, that the order does not matter,


https://xmlgraphics.apache.org/batik/

as all output mappings are unique and independent of each other.

Each mapping that is applied, results in an update of an attribute or text label. Either the new value
is different from the previous value, or the value is updated to the value that was already there. The
results of the mappings are cumulative. That is, the first mapping is applied to the original SVG
image, the second mapping is applied to the image that resulted from applying the first mapping,
the third mapping is applied to the image that resulted from applying the second mapping, etc.

During simulation, the simulator provides states to the SVG visualizer, which applies the mappings
to each of those states, in order to generate frames. Whenever the mappings are applied, they are
all applied, one after the other. Each mapping is applied once per frame. Between the application of
the individual output mappings, the display is never updated. That is, only after all mappings are
applied, is the visualization updated. This assures that the images are in a consistent state when
they are rendered.

By changing the width and height attributes of the root svg element of an SVG image, it is possible to
change the size of the image, and thus the canvas on which it is displayed during simulation.
Changes to these attributes currently only have effect for the initial state. If the size of the image is
changed during simulation, such changes are ignored.

SVG visualization options

The SVG visualization option (Output: SVG visualization category) can be used to disable SVG
visualization. By default, the option is enabled, and SVG visualization is used if the CIF file being
simulated declares any CIF/SVG declarations. By disabling the option, SVG visualization is disabled,
regardless of whether the CIF specification has any CIF/SVG declarations.

When simulating with SVG visualization, it is often useful to set a frame rate to enable real-time
simulation.

Demonstrations

For demonstrations and presentations, it may be useful to record a movie of a simulation with SVG
visualization. This way, during the demonstration, there is no need to manually control the
simulation input. Furthermore, a prerecorded movie can’t fail to execute, which may be a problem
for live demonstrations. Finally, a prerecorded movie doesn’t change, and is not influenced by the
performance of the computer on which the demonstration is given.

To record a movie of the SVG visualization, screen recording or screen capturing software can be
used. For instance:

e CamStudio for Microsoft Windows.

» recordMyDesktop for Linux.

Both these screen recording applications are free and open source.


https://camstudio.org/
http://recordmydesktop.sourceforge.net/about.php

Ideally a capturing software supports capturing a region of the screen, so that it is for instance
possible to only capture the visualization. Furthermore, it may be beneficial to be able to capture
the mouse pointer, so that it is clear where interaction takes place, etc.

Undo/reset

By undoing one or more transitions, or by resetting the simulation, the state may change. The SVG
visualizer is automatically updated to reflect such changes.

Debugging SVG visualizations

If during a simulation an SVG visualization does not behave as you would expect it to behave, there
are several ways to debug such problems. The following approaches are available:

* Console debugging
» Save as SVG

» Stack traces

Console debugging

Console debugging for CIF/SVG declarations can be enabled or disabled by using the Debug output
option (Output category). It is disabled by default. If enabled, it produces debug output to the
console, whenever CIF/SVG declarations are applied. Here is an example of what such output looks
like:

SVG output ("some_file.svg") id "a" text: "10.00"

SVG output ("some_file.svg") id "b" text: "0.0"

SVG output ("some_file.svg") id "c" text: "3.16"

SVG output ("some_file.svg") id "n" attr "fill" (CSS attr): "#ff0000"
SVG output ("some_file.svg") id "water" attr "height" (SVG attr): "75.0"
SVG output ("some_file.svg") id "water" attr "y" (SVG attr): "104.5"

Each of the output mappings that is applied, results in a line of debugging output. For output
mappings that update the value of an attribute, the output indicates whether the attribute is
handled as an SVG presentation attribute or as a CSS style attribute.

The textual representations of the values that are set, are put between double quotes, and their
content is not escaped in any way.

Due to the asynchronous nature of the SVG visualizer, the simulator will continue to calculate the
next states that are to become a frame, while the SVG visualizer is still applying mappings for
previous frames. As such, the debug output and other simulation output are likely to be out of sync
and interleaved. To ease debugging, you can enable the test mode option, which ensures
synchronous execution, and thus synchronous output.



For the input mappings, whenever an interactive SVG element is clicked, and the corresponding
mapping is used to determine the event or update to take, a line of debug output is produced. Here
is an example of what such output looks like:

SVG input ("some_file.svg") id "button": event "button.u_pushed"
Transition: event button.u_pushed

From the line of debugging output, it can be seen that the SVG element with id button was clicked,
and this resulted in the execution of event button.u_pushed.

Similar debug output is available for the other CIF/SVG declarations:

SVG copy ("some_file.svg") id "button" post "1".
SVG copy ("some_file.svg") id "button" post "2".

SVG move ("some_file.svg") id "button1" to 10.0, 10.0.
SVG move ("some_file.svg") id "button2" to 30.0, 10.0.

Save as SVG

During simulation, the SVG visualizer can be used to save the currently visible image as an SVG
image file. This way, the actual XML representation of the SVG image as it is displayed at that time,
can be inspected in an XML editor or text editor. This may give insight in the actual effect of the
CIF/SVG declarations applied until that moment.

Stack traces

If the application of a CIF/SVG declaration results in a runtime error, a stack trace is printed to the
console. This stack trace makes it possible to track the exact origin of the error. Here is an example
of such a stack trace for an output mapping:

ERROR: Simulation resulted in a runtime error.

CAUSE: Evaluation of the SVG output mapping ("some_file.svg") for the text of the SVG
element with id "txt1" failed for state: time=0.0, x=-1.5265566588595902e-16.

CAUSE: Evaluation of SVG output mapping value "sqrt(x)" failed.

CAUSE: Invalid operation: sqrt(-1.5265566588595902e-16).

Here, we see that simulation resulted in a runtime error. The cause is that the SVG output mapping
for the text of the SVG element with id txt1 failed. This points to the exact CIF/SVG mapping that
failed, and includes the file name of the SVG image file, as the same id may exist in multiple images.
It also includes the state at which the error occurred. The stack trace further indicates that
evaluation of the value expression failed, and the actual failure was the evaluation of the sqrt
standard library function, with a negative argument.



SVG viewer and visualizer

The Eclipse ESCET IDE comes with an SVG viewer. SVG image files can be opened for viewing. This
same viewer is used as a basis for the SVG visualizer used by the CIF simulator.

SVG viewer

Opening SVG files in the ESCET IDE results in them being opened by the SVG viewer. The SVG
viewer can be used to preview SVG images from within the ESCET IDE.

If the SVG viewer can not open an SVG image, for instance because it contains unsupported features
such as text areas, the SVG viewer will indicate this. Therefore, you can open an SVG image in the
ESCET IDE to verify that it can be used for SVG visualization.

Refresh

The SVG viewer does not refresh its display if the image file is changed. To refresh the image, close
the image, and open it again.

Save as

The SVG viewer and SVG visualizer can export the currently visible image to several different
image formats. To export the image, first make sure that the SVG viewer or SVG visualizer has the

focus. Then select File » Save As... to open the Save SVG as dialog. Alternatively, right click the SVG
image itself, and choose Save As... from the popup menu, to open the Save SVG as dialog. In the
dialog, specify the file name of the exported image. Click [ OK] to confirm and to actually export
the image.

The following raster image formats are supported:

» Portable Network Graphics (*.png)
* JPEG (*.p9)

* Graphics Interchange Format (*.qif)
The following vector image formats are supported:
» Scalable Vector Graphics (*.svg)

The image format that is used to export the image, is derived from the file extension that is used.
For each of the supported file formats, the allowed file names (with file extensions) are indicated
above (between parentheses).

After the image is exported, the workspace is refreshed to show that new image file, if the image
was saved in a project that is visible in the Project Explorer tab or Package Explorer tab.


https://en.wikipedia.org/wiki/Raster_graphics
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https://en.wikipedia.org/wiki/Scalable_Vector_Graphics

Trajectory data output

The trajectory data (values of the variables as time progresses), calculated by the ode solver, can be
written to a file, using the trajectory data output component.

Enable the Trajectory data option (Output: Trajectory data category) to enable writing the trajectory
data to a file.

By default, the file to which to write the trajectory data, is the name of the input specification file,
with .trajdata added to it. Using the Trajectory data file option (Output: Trajectory data category), a
different file can be specified. The value of the option is the absolute or relative local file system
path to use for the trajectory data file.

Filtering

Variable time is always included in the trajectory data file. The following additional variables
(officially 'state objects') are included by default:

» The state variables, which includes the discrete variables, input variables and the continuous
variables.

e The derivatives of the continuous variables. This does not include the derivative of variable
time.

» The algebraic variables.
Only variables of type bool, int (with or without ranges), or real are included.

Using the Trajectory data filters option (Output: Trajectory data category), the state objects can be
filtered. The Trajectory data filters option only has effect if trajectory data output is enabled, using
the Trajectory data option.

As value for the option, comma separated filters should be supplied. Each filter specifies one or
more state objects. The absolute names of the objects are used. That is, for an automaton a, with a
variable x, the absolute name of the variable object is a.x. If CIF textual syntax keyword are used as
names for events (such as plant), then they must be escaped in .cif files ($plant). For filters
however, all escape characters ($) in the names are ignored. The * character can be used as
wildcard, to indicate zero or more characters. If a filter doesn’t match any of the state objects of the
CIF model (after filtering them for supported types etc), a warning is printed to the console. A
warning is also printed if the entire state is filtered out.

By default, filters include matching state objects. Filters may however be preceded by a - character,
turning them into exclusion filters, which exclude matching states objects rather than including
them. Filters are processed in the order they are specified, allowing for alternating additions and
removals. If a filter does not result in the addition/removal of any state objects to/from the filter
result, a warning is printed to the console.



As an example, option value a.*,-a.b*,a.bc* consists of three filters: a.*, -a.b*, and a.bc*. The first
filter indicates that state objects whose absolute names start with a. are to be included. The second
filter indicates that from those matching state objects, the state objects whose absolute names start
with a.b* are to be excluded. To that result, the third filter adds those state objects whose absolute
names start with a.bc*. For instance, if a specification contains state objects time, a.a, a.b a.bb, a.bc,
a.b.c, a.bc, a.bce, and a.bed, the result of the three filters is that the following state objects are
displayed: a.a, a.bc, a.bc, a.bcc, and a.bed.

The default option value (filter) is *.

Output

The variables are sorted alphabetically, based on their absolute names. The only exception is
variable time, which is always listed first.

For variables with a boolean type, value false is represented by 0, and value true is represented by
1.

For each time transition, the trajectories of the variables are printed to the trajectory data file. The
first line is a comment, and contains the names of the variables. Each of the subsequent lines
contain the values of the variables for a specific value of variable time. The exact times for which
the values are printed to the trajectory data file, is determined by the ODE solver integrator, and
can be influenced using the integration options, as well as the fixed output step size option.

An example of a trajectory data file, for a single time transition:

# time controller.n tank.V tank.V' tank.Qi tank.Qo
0.0 0 10.0 -3.1622776601683795 0.0 3.1622776601683795
0.08763429266802605 0 9.7247959763441 -3.1184605138343664 0.0 3.1184605138343664
0.587634292668026 @ 8.228065719426915 -2.868460513834366 0.0 2.868460513834366
1.087634292668026 0 6.8563354625097315 -2.618460513834366 0.0 2.618460513834366
1.587634292668026 @ 5.609605205592543 -2.3684605138343646 0.0 2.3684605138343646
2.0876342926680262 0 4.487874948675351 -2.1184605138343624 0.0 2.1184605138343624
2.5876342926680262 0 3.491144691758149 -1.8684605138343569 0.0 1.8684605138343569
3.0876342926680262 0 2.619414434840913 -1.618460513834339 0.0 1.618460513834339
3.496128195593086 @ 1.9999999999999958 -1.4142135623730936 0.0 1.4142135623730936
Prettifying

To make the output in the trajectory data file easier to read, the output can be prettified. If
prettifying is enabled, then after the simulation ends, the trajectory data file is read, prettified, and
rewritten. A fixed width is then used for each column (each variable), with a fixed column
separation. After prettification, the above trajectory data file looks like this:

# time controller.n  tank.V tank.V'



tank.Qi  tank.Qo

0.0 0 10.0 -3.1622776601683795 0.0
3.1622776601683795

0.08763429266802605 0 9.7247959763441 -3.1184605138343664 0.0
3.1184605138343664

0.587634292668026 0 8.228065719426915 -2.868460513834366 0.0
2.868460513834366

1.087634292668026 0 6.8563354625097315  -2.618460513834366 0.0
2.618460513834366

1.587634292668026 0 5.609605205592543 -2.3684605138343646 0.0
2.3684605138343646

2.0876342926680262 0 4.,487874948675351 -2.1184605138343624 0.0
2.1184605138343624

2.5876342926680262 0 3.491144691758149 -1.8684605138343569 0.0
1.8684605138343569

3.0876342926680262 0 2.619414434840913 -1.618460513834339 0.0
1.618460513834339

3.496128195593086 0 1.9999999999999958  -1.4142135623730936 0.0
1.4142135623730936

By default, the trajectory data output is prettified using a column separation of three spaces. This
can be changed using the Trajectory data separation amount option (Output: Trajectory data
category). Using this option, prettification can be disabled, or a different number of spaces can be
used between the columns.

Undo/reset

It is possible to go back in time, by undoing one or more transitions, or by resetting the simulation.
However, once a time transition is taken, trajectory data is written to the output file. The simulator
does not remove data for time points that are then suddenly in the future. If simulation continues
after the undo or reset, new data may be written at the end of the trajectory, for the same time
points that were already present earlier in the data file. As such, the data contained in the
trajectory data file, may no longer be useful after an undo or reset, if simulation continues
afterwards.

Plot visualizer

For models with variables, especially continuous ones, it may be useful to be able to observe how
their values change, as time progresses during simulation. The plot visualizer can be used for that
exact purpose. The plot visualizer can create graphical plots, where the x-axis represents the values
of variable time, and the y-axis represents values of the variables being plotted. Here is an example
screenshot of the visualizer:
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Plot visualization is disabled by default. It can be enabled using the Plot visualization option
(Output: Plot visualization category).

Variables
The plot visualizer can plot the values of the following variables (officially 'state objects’):

* The state variables, which includes the discrete variables, input variables and the continuous
variables.

e The derivatives of the continuous variables. This does not include the derivative of variable
time.

* The algebraic variables.

Only variables of type bool, int (with or without ranges), or real can be plotted. For variables with a
boolean type, value false is represented by 0, and value true is represented by 1.

Filtering

By default, if plot visualization is enabled, all variables (officially 'state objects’) that can be plotted
are plotted. The one exception is variable time, which is excluded by default, as it already
represents the x-axis. That is, variables are plotted against time. Using the Plot visualization filters
option (Output: Plot visualization category), the state objects can be filtered. The Plot visualization
filters option only has effect if plot visualization is enabled, using the Plot visualization option.

As value for the option, comma separated filters should be supplied. Each filter specifies one or
more state objects. The absolute names of the objects are used. That is, for an automaton a, with a
variable x, the absolute name of the variable object is a.x. If CIF textual syntax keyword are used as
names for events (such as plant), then they must be escaped in .cif files ($plant). For filters
however, all escape characters (§) in the names are ignored. The * character can be used as
wildcard, to indicate zero or more characters. If a filter doesn’t match any of the state objects of the



CIF model, a warning is printed to the console. A warning is also printed if the entire state is filtered
out.

By default, filters include matching state objects. Filters may however be preceded by a - character,
turning them into exclusion filters, which exclude matching states objects rather than including
them. Filters are processed in the order they are specified, allowing for alternating additions and
removals. If a filter does not result in the addition/removal of any state objects to/from the filter
result, a warning is printed to the console.

As an example, option value a.*,-a.b*,a.bc* consists of three filters: a.*, -a.b*, and a.bc*. The first
filter indicates that state objects whose absolute names start with a. are to be included. The second
filter indicates that from those matching state objects, the state objects whose absolute names start
with a.b* are to be excluded. To that result, the third filter adds those state objects whose absolute
names start with a.bc*. For instance, if a specification contains state objects time, a.a, a.b a.bb, a.bc,
a.b.c, a.bc, a.bce, and a.bed, the result of the three filters is that the following state objects are
displayed: a.a, a.bc, a.bc, a.bcec, and a.bed.

The default option value (filter) is *, -t ime.

Multiple plot visualizers

By default, only one visualizer is shown. However, using the Plot visualization filters option (Output:
Plot visualization category), it is possible to specify that multiple visualizers should be used. The
option allows for filtering of the state objects, as described above. However, such filters can be
separated by semicolons, to specify the filters per visualizer.

As an example, consider option value time,a.x;b.y. This results in two plot visualizers. The first one
displays state objects time and a.x, while the second one displays state object b.y.

Plot visualization modes

There are two plot visualization modes:

* Live plotting. In this mode, the plots are shown at the start of the simulation, and are
continuously updated as new data becomes available during simulation.

* Postponed plotting. In this mode, the plots are shown after the simulation has ended.

Which plot visualization mode to use, can be configured using the Plot visualization mode option
(Output: Plot visualization category). Using that option it is possible to explicitly choose one of the
modes. By default, an automatic mode is used, which chooses between live and postponed mode, as
follows:



Input mode vs real-time Real-time enabled Real-time disabled
simulation

Interactive console input mode live live
(pure interactive)

Interactive console input mode live postponed
(semi-automatic)

Interactive GUI input mode live live
(pure interactive)

Interactive GUI input mode live postponed
(semi-automatic)

Automatic input mode live postponed
Trace input mode live postponed
SVG input mode live postponed

When doing a non real-time simulation, using a non-interactive input mode leads to as fast as
possible simulation, where a lot of data points are calculated in a short amount of time. If live
plotting mode is then enabled, this floods the visualizer with so much data that it can’t keep up. The
effect is a non-responsive user interface. While the automatic default can thus be overridden using
the option, it is generally not recommended.

Plot visualization range

For simulations that span longer periods of (model) time, there may be too much data to display, for
the limited width of the time axis (x-axis). To keep the plot useful, the range of time values to
display on the x-axis can be configured using the Plot visualization range option (Output: Plot
visualization category).

By default, only the 50 most recent time units are displayed. That is, if the current model time is 120,
then the plot only shows the values of the variables from time 70 to time 120. Using the option, the
length of the range can configured to any other positive value. The option can also be used to set
the range to infinite, to display the values of the variables during the entire simulation, from time 0
to the current model time.

For long running simulations, with lots variables, using an infinite range can lead to large numbers
of data points, which can have a significant effect on performance. This applies especially for live
plotting mode.

Data points

This section describes which data points are visualized. For most users, this will be of little interest,
as it essentially works as you would expect.

The plot visualizer adds data points (a time value and a value of a variable at that time) for all



variables, for the following states:

The initial state of the simulation.

The start state of every time transition.
 Intermediate states of time transitions, only if real-time simulation is enabled.

» Trajectory data points of time transitions, only if real-time simulation is disabled.

The end state of every time transition.

For real-time simulation, the amount of model time between two intermediate states is the model
time delta, and can be influenced using the frame rate and simulation speed.

For non real-time simulation, the trajectory data points are determined by the ODE solver
integrator, and can be influenced using the integration options, as well as the fixed output step size
option.

Relation to trajectory data output

The plot visualizer can be used for simple plotting. It can be customized a bit through options, as
described above. However, the level of customization is somewhat limited. For instance, the
appearance can not be customized. This is intentional.

If further customization is required, use the trajectory data output component instead. It allows
saving the data to a file, for further processing with external tools, such as R.

Such post processing is then performed after the simulation has ended. A benefit of the plot
visualizer, is that it allows live plotting mode, without the need of post processing, and which can
be enabled with little effort. The plot visualizer is meant to be used only to get a basic
understanding of how values of variables change as time progresses.

Saving a plot image

The plot visualizer can export the currently visible plot to several different image formats. To

export the image, first make sure that the plot visualizer has the focus. Then select File » Save As...
to open the Save plot as dialog. Alternatively, right click the plot itself, and choose Save As... from
the popup menu, to open the Save plot as dialog. In the dialog, specify the file name of the exported
image. Click [ OK] to confirm and continue.

A second dialog appears, in which the size of the exported image can be specified. By default, the
current size of the visualizer is used. A custom size can be entered. The width and height need to
specified in pixels, separated by a x character. For instance, for a width of 640 pixels and a height of
480 pixels, enter 640x480 into the dialog. Click [ OK ] to confirm and to actually export the image.

The following raster image formats are supported:

» Portable Network Graphics (*.png)
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* JPEG (*.jpg)

* Graphics Interchange Format (*.gif)

The image format that is used to export the image, is derived from the file extension that is used.
For each of the supported file formats, the allowed file names (with file extensions) are indicated
above (between parentheses).

After the image is exported, the workspace is refreshed to show that new image file, if the image
was saved in a project that is visible in the Project Explorer tab or Package Explorer tab.

In order for the export to succeed, data points must be available for at least two time values.

Undo/reset
It is possible to go back in time, by undoing one or more transitions, or by resetting the simulation.

If one or more transitions are undone, data for all time points that are then suddenly in the future,
are removed. More precisely, all data for time points added for time transitions that have been
undone, are removed.

If the simulation is reset, the entire plot is cleared.

State visualizer

The normal console output, which may include the state of the specification, is printed to the
console. The entire state is then printed as a single line of text, which can be hard to read as the
specification grows, and the state contains more and more variables. The state visualizer can be
used as an alternative. It shows the same information, but in a table in a separate window. Here is
an example screenshot of the visualizer:

[EZ] State Visualizer 53

Mame Value
"/ time 39.599999999900904
%o controller opened

~_controllern 1

s _tank.Qi 5.0

o _tank.Co 3.0048550479083826
S tankV 9.029153853940438
7 tank V" 1.9951449520916174

Unlike the SVG visualizer, which requires that the user makes an image of the system and couples
the image to the specification, the state visualizer can be used directly, without any additional
effort. All that is required to use it, is to enable it. The state visualizer is disabled by default, and can
be enabled using the State visualization option (Output: State visualization category).
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Contents

The state visualizer shows all the discrete, input, continuous, and algebraic variables of the
specification, as well as their values. It also shows the derivatives of the continuous variables, and
their values. This includes variable time, but not its derivative. It also shows the automata, with
their current locations. The variables and automata are listed in alphabetical order, except for
variable time, which is always shown at the top.

Icons and legend

The icons on the left indicate the kind of object that is shown in a particular row of the table:

+ %6 An automaton, with its current location.
e nll A discrete variable, with its current value.
s [{] An input variable, with its current value.

« ™/ A continuous variable (includes variable time), with its current value.

™/ A derivative of a continuous variable (excludes variable time), with its current value.

* . An algebraic variable, with its current value.

The values are updated for the initial state, states reached after transitions (event transitions and
time transitions), as well as for frames.

Filtering

By default, all state objects are displayed by the state visualizer. Using the State visualization filters
option (Output: State visualization category), the state objects can be filtered. The State visualization
filters option only has effect if state visualization is enabled, using the State visualization option.

As value for the option, comma separated filters should be supplied. Each filter specifies one or
more state objects. The absolute names of the objects are used. That is, for an automaton a, with a
variable x, the absolute name of the variable object is a.x. If CIF textual syntax keyword are used as
names for events (such as plant), then they must be escaped in .cif files (§plant). For filters
however, all escape characters ($) in the names are ignored. The * character can be used as
wildcard, to indicate zero or more characters. If a filter doesn’t match any of the state objects of the
CIF model, a warning is printed to the console. A warning is also printed if the entire state is filtered
out.

By default, filters include matching state objects. Filters may however be preceded by a - character,
turning them into exclusion filters, which exclude matching states objects rather than including
them. Filters are processed in the order they are specified, allowing for alternating additions and
removals. If a filter does not result in the addition/removal of any state objects to/from the filter
result, a warning is printed to the console.

As an example, option value a.*,-a.b*,a.bc* consists of three filters: a.*, -a.b*, and a.bc*. The first



filter indicates that state objects whose absolute names start with a. are to be included. The second
filter indicates that from those matching state objects, the state objects whose absolute names start
with a.b* are to be excluded. To that result, the third filter adds those state objects whose absolute
names start with a.bc*. For instance, if a specification contains state objects time, a.a, a.b a.bb, a.bc,
a.b.c, a.bc, a.bce, and a.bed, the result of the three filters is that the following state objects are
displayed: a.a, a.bc, a.bc, a.bce, and a.bed.

The default option value (filter) is *.

Multiple state visualizers

By default, only one visualizer is shown. However, using the State visualization filters option
(Output: State visualization category), it is possible to specify that multiple visualizers should be
used. The option allows for filtering of the state objects, as described above. However, such filters
can be separated by semicolons, to specify the filters per visualizer.

As an example, consider option value time,a.x;b.y. This results in two state visualizers. The first
one displays state objects time and a.x, while the second one displays state object b.y.

Undo/reset

By undoing one or more transitions, or by resetting the simulation, the state may change. The state
visualizer is automatically updated to reflect such changes.

Real-time simulation

The CIF simulator allows for a form of real-time simulation. By enabling real-time simulation, the
simulator interprets the model time (the value of variable time) in seconds. The simulator attempts
to ensure that the actual simulation time is equal to the model time. This feature is very useful for
visualizers, which then visualize their output at a steady rate. Without real-time simulation, the
rate at which such visualizers would visualize their output, would primarily be determined by the
amount of time it takes for the simulator to compute the output, leading to abrupt slow downs and
sudden speed increases.

Frames

If real-time simulation is disabled, visualizations are only updated for the states that are reached.
That is, the visualizations are updated for the initial state, and each new state that is reached after
taking a transition. The visual representations of the visualizations resulting from these states are
called frames.

As time progresses, the values of continuous variables (and algebraic variables for which the value
is directly or indirectly derived from a continuous variable, etc) change. If the visualization is only
updated before and after time transitions, as is done when real-time simulation is disabled, this



leads to 'jumps' in the visualization. For real-time simulation, the simulator calculates states that
are evenly spaced over time. This ensures that we get regular updates of the visualizations, as time
progresses, and the visualizations thus become 'smooth' or 'fluent'. If enough states are visualized
per second, a visualization essentially becomes a movie.

The states that result from transitions are always calculated. For real-time simulation, the simulator
calculates additional states for the purpose of visualization, as mentioned above. These additional
states are called intermediate states, and the corresponding visual representations of the
visualizations to which they lead are called intermediate frames.

For real-time simulation, the simulator thus uses intermediate frames that are evenly spaced over
time, for smooth visualizations. A consequence of this, is that state changes between those
intermediate frames are lost. If the effect is still visible in the next intermediate state, this is not a
problem. If however the effect is temporary, and does not last until the next intermediate state, the
effect is thus not visualized.

For real-time simulation combined with an interactive input mode, the simulator uses both the
state frames and the intermediate frames. This ensures that at the moment an interactive choice
has to be made about which transition to take, the visualization reflects the current state of the
system. Semi-automatic mode is not taken into account.

Frame rate

Using the Frame rate option (Output category), it is possible to specify how often per second of real
time, visualizations should be updated. A higher frame rate leads to more updates per second, and
thus to a more fluent visualization. However, since a higher frame rate also leads to more frequent
updates, the amount of CPU power it takes to perform these updates increases as well. If the
computer can not update the visualization in time for the next update to take place, the
visualization may start to 'stutter’.

The frame rate will thus always be a compromise between fluency and performance. Choosing an
appropriate frame rate depends not only on the complexity of the specification being simulated and
the visualization that is being shown, but also on the computer on which the simulation is run.
Furthermore, it may depend on the other tasks the computer is performing while the simulation is
being run.

Frame rates are always positive, and may be fractional. For instance, a frame rate of 7.5 is valid,
and will update the visualization 7.5 times per second.

A low frame rate (typically less than 10 frames per second) can have a devastating effect on the
responsiveness of SVG input. Similarly, it can hinder termination of the simulation, as the red
Terminate button has no effect between intermediate frames. That is, the effect of clicking the
button is postponed until the next frame, or until the time transition ends.



Simulation speed

If real-time simulation is enabled, the simulator by default interprets the model time (the value of
variable time) in seconds. However, this can be changed using the Simulation speed option (Output
category). This option specifies a scaling factor. A scaling factor of 1.0 interprets model time as
seconds, 2.0 is twice as fast (1 unit of model time takes 0.5 seconds), etc. The simulation speed must
always be positive, and may be fractional. For instance, a simulation speed of 0.5 is valid, and will
interpret model time as twice as slow (1 unit of model time takes 2 seconds).

Enabling real-time simulation

By default, real-time simulation is disabled, and the simulator will try to simulate as fast as possible
(infinite speed, taking time transitions takes no time). By setting a frame rate and/or a simulation
speed, real-time simulation can be enabled. If only one of the options is specified, the other gets a
default value. The default frame rate for real-time simulation is 20.0 frames per second. The default
simulation speed is 1.0.

Enabling real-time simulation requires a real-time output component (visualizer). Currently, the
following real-time output components are available:

e SVG visualizer

If real-time simulation is enabled without using a real-time output component, simulation can’t be
started. Closing the visualizer of a real-time simulation during the simulation, if it is the last
remaining real-time output component, leads to the simulation being stopped.

All real-time output components can also be used when real-time simulation is disabled, but
obviously without any real-time effects.

Model time delta

The simulation speed does not influence the frame rate. That is, both options can be specified
orthogonally. The two options together however, do influence the model time delta, the amount of
model time between two consecutive updates of the visualizations, i.e. the amount of model time
between two consecutive intermediate frames. The model time delta is calculated using the
following formula (where r is the frame rate, and s is the simulation speed): 1/ (r / s). Doubling the
frame rate results in half the model time delta, while doubling the simulation speed results in
double the model time delta.

If the model time delta becomes to big, this may lead to 'jumps' in the visualization. In such cases,
increasing the frame rate, or reducing the simulation speed causes a smaller model time delta,
leading to a more fluent visualization.

The model time delta (and thus the frame rate and simulation speed) also affects the ODE solver
fixed output step size.



Test mode

Test mode disables all real-time delays of the real-time simulation mode, but still updates the
visualizations for the intermediate frames. With test mode enabled, it is also allowed to perform a
real-time simulation without real-time output component.

Simulation advanced topics

Simulator options

The CIF simulator can be configured via various options. The available options are listed below, per
category.

General

Help: Prints the help text of the application to the console.
* Output mode
* License: Prints the license text of the application to the console.

* Developer mode: Option to control whether exceptional situations return limited and user-
friendly information (the default), or extended developer oriented information. This option is
primarily intended for the developers of the CIF simulator, and should not be used by end users.

Simulator
* CIF specification: The absolute or relative local file system path to the CIF specification (.cif file)
to simulate. May also be a compiled code file (.cifcode file).
* CIF specification initialization
» Simulation end time
¢ Maximum delay
* Initial seed for stochastic distributions
* Execution mode
* Complete mode
* Profiling
» Ask to confirm simulator termination
* Maximum time point tolerance

* Load debug code
Compiler

* Compile only
* Compiled code file

* Java compiler



Input

* Input mode

* Automatic mode choice algorithm

* Automatic mode time transition duration

* Trace input file

* Interactive mode automatic transition choice
* Non-urgent events

» History

* History size
Output

* Normal output

* Normal output state filters
* Debug output

* Frame rate

* Simulation speed

* Test mode
Output: SVG visualization
» SVG visualization
Output: Trajectory data

* Trajectory data

* Trajectory data file

Trajectory data filters

Trajectory data separation amount

Output: Plot visualization

Plot visualization
» Plot visualization mode
* Plot visualization filters

 Plot visualization range
Output: State visualization

» State visualization

» State visualization filters



ODE solver
* ODE solver fixed output step size

ODE solver: ODE integrator

ODE solver integrator algorithm

ODE solver integrator absolute tolerance
* ODE solver integrator relative tolerance

* ODE solver integrator minimum step size

ODE solver integrator maximum step size

ODE solver integrator number of steps
ODE solver: ODE root finder

e ODE solver root finder maximum check interval
* ODE solver root finding algorithm

ODE solver root finder absolute tolerance

ODE solver root finder relative tolerance

e ODE solver root finder maximum iterations

Simulation performance

General performance information about Java or Eclipse typically applies to the CIF simulator as
well. This page provides additional information specific to the CIF simulator.

Closing the simulator

Closing the simulator ensures that all its resources are freed, and become available for other
applications. The CIF simulator however, may ask you to press Enter to confirm termination of the
simulator. If asked, as long as you haven’t pressed Enter yet, the status of the console will still show
it’s running, and the application can’t release its resources.

Slow starting of the simulator

If simulation is slow to start, you can try a different Java compiler. You can also try to compile the
model once, reducing the start time of the simulator for repeated simulations.

Slow termination of the simulator

If termination of the simulator is slow, this may be related to the trajectory data output component.
If its prettifying option is enabled, it will read the trajectory data file after the simulation
terminates, and write the whole file again in a prettier from. This may take some time, especially on
slow remote/network file systems or storage devices. Disabling the option or the trajectory data
output may solve this problem, as may switching to a faster file system or storage device.



Value simplification

By applying the Simplify values CIF to CIF transformation before simulation, you may be able to
simplify the specification, and thus improve the performance of both starting up the simulator, as
well as the actual simulation.

Simulation options

Various simulation options can be tweaked to increase the simulation performance:
* Console output
Reducing the amount of console output significantly improves simulation performance.
* Output components

By disabling certain output components, the simulator needs to do less work, and this may
improve the performance of the simulation.

¢ Real-time simulation

The performance and perceived 'smoothness' or 'fluency’ of visualizations can be influenced via
the frame rate and simulation speed.

* Maximum delay

By decreasing the maximum allowed length of a single time transition, shorter time transitions
are calculated, which takes less time. After the shorter time delay, the simulator will calculate
the remainder of the time transition. Essentially, the time transitions are cut into parts, which
are calculated separately, over time. As such, the calculation time is spread out over time as
well. This can make SVG visualizations of the SVG visualizer feel more fluent. However, each
time transition calculation has a certain amount of overhead, so reducing the maximum delay
too much is not a good idea.

* Complete mode

By disabling the complete mode, the simulator has to perform less work to calculate the possible
transitions, improving the simulation performance.

e Solver

The ODE solver options can be used to make the ODE solver faster, usually at the expense of
accuracy. For instance, increasing the various tolerances reduces the number of calculations
needed by the ODE solver, but makes the calculated trajectories less accurate. Switching
algorithms may also improve the performance, as may increasing the maximum check interval.

ODE solver

During time transitions, the values of the continuous variables and their derivatives change. These
changes are calculated using an ODE integrator. As soon as a guard for an event becomes enabled,
time should no longer progress. To calculate whether (and when) guards change value, a root
finding algorithm is used. Software to solve ODEs, through integration and root finding, are often
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called ODE solvers. The CIF simulator uses the The Apache Commons Mathematics Library. This
library contains ODE solvers, with several different integrators and root finding algorithms.

Debug information about what the ODE solver calculates, and for what time points, can be enabled
using the Debug output option. See the Debug console output page for more information.

Basic topics

* The basics of numeric integration
* The basics of numeric root finding
* Problems with root finding (and missed guards/events)

» Fixed output step size
Advanced topics

* Simulation end time and maximum delay
* ODE solver integrator options

* ODE solver root finder options

The basics of numeric integration

During time transitions, the values of the continuous variables and their derivatives change. The
derivatives have explicit equations, the continuous variables change according to the value of their
derivatives. Using the equations for the derivatives as a system of ordinary differential equations
(ODEs), together with the initial values of the continuous variables as the initial conditions, this
essentially comes down to solving an initial value problem (IVP).

Such problems can be solved through integration. For some problems it is possible to do this
symbolically. For more complex systems of ODEs however, numerical methods are used. The CIF
simulator uses The Apache Commons Mathematics Library, which contains several numerical
integrators.

Linear ODE

Consider the following CIF specification, with a linear ODE:

cont x = 0.0;
equation x' = 1.0;

The solution to this IVP, is the values of continuous variable x and its derivative x', as function of
variable time:
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Here, the numerical integrator start with the initial value of continuous variable x, which is 0.0. For
the initial value of variable time, which is also 0.0, it computes x', which is 1.0. It then slightly
increases the value of variable time to say Te-6. Assuming a linear continuous variable x, the value
of variable x at that time is 1e-6 as well.

The numerical integrator tries to predict the values of the derivative as time progresses. It
gradually increases the value of variable time, predicting the value of the derivative at the next time
point. If the next prediction closely matches the actual calculated value, the integrator moves on to
the next time point. If the next prediction is not close enough to the actual calculated value of the
derivative for that time point, more intermediate values are calculated. That is, the integrator tries
to approximate the derivative as time progresses, while increasing the time between two
consecutive time points. As long as the predictions match the actual calculated value of the
derivative at the next time point, it keeps increasing the step size even further. If the predictions
are not good enough (the difference with the actual calculated value is above a certain tolerance),
more intermediate time points are investigated. The values calculated for those time points can
then be used to come up with a better approximation, that better predicts the value of the
derivative at future time points.

For the linear ODE given above, the trajectory data calculated by the integrator is:

# time X X

0.0 0.0 1.0
9.999999999999999¢e-5 1.0000000000000003e-4 1.0
0.0011 0.0011000000000000005 1.0
0.0111 0.011100000000000006 1.0
0.1 0.10000000000000006 1.0

Note that the time points for which the values were calculated, are indicated in the figure above by
small plus signs (+).



Nonlinear ODE

The approximations of the integrator don’t need to be linear. Some integrators for instance support
nonlinear differential equations. Consider the following CIF specification, with such a nonlinear
ODE:

The solution calculated by the numerical integrator is:

cont x = 0.0;
equation x' = (x * x) - x - 2;
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Here, we see how the step size is increased initially, as the linear approximation is good enough. As
soon as we get to the bend, the step size is reduced to better approximate the actual values. After
the bend, the step size is slowly increased again. The integrator internally uses a polynomial of a
higher degree to approximate this differential equation.

Discontinuities

If the derivative has a discontinuity, such as in the following CIF specification:

cont x = 1.0;

equation x' = if x < 2: 1.0
else 3.0
end;

The integrator will try to figure out the time point at which the discontinuity occurs, by decreasing
the step size as it nears the discontinuity. After the discontinuity, the step size is gradually
increased, as integration continues:
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The basics of numeric root finding

During time transitions, the values of the continuous variables and their derivatives change. If
continuous variables or their derivatives are (directly or indirectly) used in guards of edges,
changes in their values may result in the guard becoming enabled, as time progresses. To detect
such changes during integration, a root finding algorithm can be used.

Consider the following CIF specification:

automaton p:
cont x = 0.0;
equation x' = 0.5;

location:
initial;
edge when x >= 1.5 do x := 0.0;
end

Here, the value of continuous variable x increases with 0.5 every time unit. Once the value of 1.5 is
reached, the variable is reset to 0.0. This process is repeated:
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we see that values are calculated for time points 1.1111 and 5.0. If we then also look at the value of
the guard, where we use value -1 for false and +1 for true:
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we see that at time 1.1111, the value of the guard is -1 (false). At time 5.0 it is +1 (true). That is, the
guard changed value between two time points calculated by the integrator. If this is the case, the
ODE solver tries to calculate the exact time point at which the guard changes its value. That is, it
calculates the exact time point at which the guard function crosses the time axis, and thus has a
root.

One of the simplest root finding algorithms, is the bisection method. This algorithm starts with the
two time points where the guard has opposite signs. This is the interval where the guard sign
change occurs (it contains the root). The bisection method tries to reduce the size of the interval, by
calculating the value of the guard in the middle of the interval. Depending on the sign of the value
of the guard at this middle point, this middle point replaces either the lower bound or the upper
bound of the interval. This is done in such a way that the values of the guard at the lower and
upper bound of the interval have opposite signs, and the interval thus brackets the root.

For the example above, the root is calculated as follows:
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We start with the interval [1.1111 .. 5.0]. The middle point is 3.0555 at which the guard holds, just
like the upper bound (at 5.0). Thus 5.0 is replaced by 3.0555. The middle point of 1.1111 and 3.0555
is 1.5972. Since the guard holds for time 1.5972, upper bound 3.0555 is replaced by 1.5972. The
middle point of 1.1111 and 1.5972 is 1.3542. The guard does not hold at time 1.3542, so the lower
bound of 1.1111 (at which the guard does not hold) is replaced by 1.3542. This process continues
until the interval is smaller than a certain tolerance value. Once we have that interval, we can
choose a value from the interval as the computed root.
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While the bisection method is relatively simple, the root finding algorithms used by the CIF
simulator work using the same principles. However, they converge much faster. That is, they
requires much less iterations of updating the bounds, to get to a satisfactory answer.

Problems with root finding

With numeric root finding, there is the risk of missing guard changes, which means there is the risk
of missing event transitions.

The problem

To illustrate the problem, consider the following CIF specification:

automaton p:
cont x = 0.0;
equation x' = 1.0;

location:
initial;
edge when x >= 2.33 and x <= 2.34 do x := 0.0;
end

This specification, when simulated using the CIF simulator, using default settings, results in:
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From the image, where the values calculated by the integrator are indicated using small plus signs
(+), we can see that for times 2.1111 and 2.6111, the integrator calculated points. Since the function
is linear between those two time points, no additional intermediate time points were investigated.
Since the guard becomes true after time point 2.1111 (at time point 2.33) and also becomes false
again before time point 2.61111 (at time point 2.34), the integrator misses the guard change. That is,
for every time point that the guard is evaluated, it is false, and the change in guard value is thus
not detected. We miss the guard, and thus the event that resets variable x to 0.0.



Solution 1: maximum check interval

The first solution is to use the ODE solver root finder maximum check interval option (ODE solver:
ODE root finder category). This option can be used to set the maximum time interval between two
consecutive checks of the sign of the guard. By default, this is 0.5 time units. If we set this value to
0.001, then we ensure that at least once every 0.001 time units, the guard sign is checked. This
means that between time points 2.1111 and 2.61111, the guard will be checked approximately 500
times. This also means that between time points 2.33 and 2.34, the guard will be checked
approximately 10 times. Therefore, this ensures that we check a time point just before time 2.33,
and one just after it, which means we can’t miss the guard change.

In the above example, x' is 1.0. If however x' would be 2.0, then the time interval where the guard
is enabled reduces from 0.01 time units to 0.005 time units. Using a maximum check interval of
0.001 would then still suffice, as the guard would be checked approximately 5 times in that time
interval. If however x' is 100, then the time interval would become 0.0001, which is smaller than the
maximum check interval of 0.001. That is, the derivatives of the values occurring in guards
influence the value that should be chosen for the maximum delay interval.

In general, to choose an appropriate value for the maximum check interval, not only the ranges of
values of the variables where the guard is enabled should be taken into account, but the steepness
of their derivatives as well. That is, the value of the maximum check interval should be based on
the time interval where the guard is enabled. Choosing half the duration of the smallest of such
time intervals, for all guards, is generally a good choice.

Note that choosing a smaller interval results in more guard change checks, and thus negatively
impacts the performance of the simulation. Therefore, choosing a maximum check interval that is
unnecessarily small also unnecessarily reduces performance of the simulation.

Solution 2: splitting the guard

We can reformulate the original CIF specification, by splitting the guard:

automaton p:
cont x = 0.0;
equation x' = 1.0;

location:
initial;
edge when x >= 2.33, x <= 2.34 do x := 0.0;
end

This specification, when simulated using the CIF simulator, using default settings, results in:
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The difference with the original specification is the guard of the edge. In the original specification,
the and binary operator is used, making it a single guard. In the new specification, a comma (,) is
used, which constructs two separate guards. Both guards can be individually checked by the root
finding algorithm. As shown in the image, each of the guards changes value only once.

The comma between guards means that both guards have to hold, in order for the edge to be
enabled. This is similar, but not identical, to the and binary operator. For the and binary operator,
the left hand side must be evaluated before the right hand side, and the right hand side may only be
evaluated if the left hand side evaluates to true. This is called short-circuit evaluation. For guards
separated by commas, no such relation may be assumed. That is, even if the first guard evaluates to
false, can the second guard still be evaluated by the root finding algorithm, for guard changes. It
can even be the case that the second guard is evaluated before the first guard. These differences not
only influence root finding, but are also of particular interest when the right hand side can result in
a runtime evaluation failure. For instance, the following specification:

automaton p:
cont x der 1.0;
location:
initial;
edge when x > 0, 1/ x < 0.5 do x := 0.0;
end

results in a runtime error. The second guard (1 / x < 0.5) is evaluated even if the first guard (x >
0) does not hold. Initially, the first guard does not hold, and the second guard results in division by
zero. Changing the comma between the guards to an and operator, makes it possible to simulate this
specification.

Debug information

Debug information about what the ODE solver calculates, and for what time points, can be enabled
using the Debug output option. This may be useful in figuring out why the guard was missed, and
what settings need to be changed. See the Debug console output page for more information.
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Fixed output step size

The integrator determines the time points for which values are calculated. By default, those points
are included in the trajectories. This means that they are also the output of the trajectory data
output component. The integrator determines the time points for which to calculate values, based
on the complexity of the ODEs. The integrator can be influenced using the integrator options.

Sometimes however, it may be more convenient to have the integration output at more regular
intervals. Using the ODE solver fixed output step size option (ODE solver category), a fixed output
step size can be configured. This value must be an integer or real number larger than zero.

This option does not influence the actual time points for which the integrator calculates the values.
Instead, it influences how these results are put in the trajectories, that are subsequently used by the
simulator.

Setting a fixed output step size, ensures that the trajectories contain output for all multiples of the
given step size. They will however also contain output for the start and end of each time transition,
which may not be at multiples of the step size, due to guards becoming enabled or disabled at other
times.

If real-time simulation is enabled, the default is changed to automatically use the model time delta
that is used for real-time simulation, as the fixed output step size. This way, the trajectories contain
the time points for which intermediate frames are generated. If real-time simulation is enabled,
setting a custom fixed output step size is not supported.

Simulation end time and maximum delay

The maximum length of a time transition is determined by several factors:

¢ The current simulation time.
e The simulation end time.

* The maximum allowed delay amount.

The current simulation time is the value of variable time. Each time transition starts at the current
time.

Using the Simulation end time option (Simulator category), the end time of the simulation can be
configured. By setting a simulation end time, you ensure that when the value of variable time
reaches that value, the simulation terminates. Settings a simulation end time also limits the
maximum length of a time transition, since from the current time, a limited amount of time can
pass before the end time is reached. By default the simulation end time is set to 'infinite', which
means that simulation termination, and the maximum length of a time transition, are not limited
by a simulation end time.

Using the Maximum delay option (Simulator category), the maximum delay amount for a single time
transition can be set. If set, no time transitions longer than the specified value may be calculated.
This limits the maximum length of time transitions to that value. Essentially, this cuts time
transitions into parts with a maximum length specified by this option. By default, the maximum
delay is set to 'infinite', which means that the maximum length of a time transition is not limited by



this option. Setting a finite maximum delay is mandatory when using the simulator’s execution
mode. In other situations, restricting the maximum delay amount for a time transition should
generally be avoided. For debugging purposes however, it may be useful to disable passage of time
altogether. This can be achieved by using a maximum delay of 0.

If both a simulation end time and a maximum allowed delay amount are specified, the most
restrictive of them determines the maximum length of the time transition. If neither is specified,
the simulator will attempt to calculate a time transition of length 100. 0.

ODE solver integrator options

The integrator used by the ODE solver of the CIF simulator, can be configured using several options.

Integration algorithm

The ODE solver integrator algorithm option (ODE solver: ODE integrator category) can be used to
configure the integrator algorithm to use. The following algorithms are available:

* Higham and Hall 5(4)
¢ Dormand-Prince 5(4)
e Dormand-Prince 8(5,3) (default)

* Gragg-Bulirsch-Stoer

Adams-Bashforth (experimental)

* Adams-Moulton (experimental)

The algorithms differ in the complexity of the systems of ODEs that they can handle, their
performance, the precision of their results, etc. All these algorithms use an adaptive step size.

Absolute and relative tolerance

The ODE solver integrator absolute tolerance option (ODE solver: ODE integrator category) and the
ODE solver integrator relative tolerance option (ODE solver: ODE integrator category), can be used to
configure how precise the results of the integrator should be. The lower the tolerance (or error), the
higher the precision of the results, but also the more computing time it costs to get to that precision.
The absolute precision is the difference between the prediction and the actual value, while the
relative precision is that same difference, as a fraction of the actual value. In the latter case,
precision reduces with increasing values.

Minimum and maximum step size

The interval between two consecutive time points calculated by the integrator can be configured
using the ODE solver integrator minimum step size option (ODE solver: ODE integrator category) and
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the ODE solver integrator maximum step size option (ODE solver: ODE integrator category).

The default minimum step size is 1e-15 and the default maximum step size is 0.5. Note however
that the last step can be smaller than the value specified for the minimum step size option.

Increasing the maximum default step size may lead to better performance, but can also lead to less
precision, and root finding problems.

Number of steps

The ODE solver integrator number of steps option (ODE solver: ODE integrator category) can be used
to configure the number of steps to use for the experimental Adams-Bashforth and Adams-Moulton
integrators. The number of steps must be greater or equal to two.

ODE solver root finder options

The root finder used by the ODE solver of the CIF simulator, can be configured using several
options.

Maximum check interval

The ODE solver root finder maximum check interval option (ODE solver: ODE root finder category) is
explained on a separate page. See Problems with root finding.

Root finding algorithm

The ODE solver root finding algorithm option (ODE solver: ODE root finder category) can be used to
configure the root finding algorithm to use. The following algorithms are available:

* Regula Falsi (False position) method

* Illinois method

* Pegasus method (default)
The Illinois and Pegasus methods are modified Regula Falsi methods. The algorithms differ only in

how they choose the middle point of the interval. This influences their convergence speed. The
Regula Falsi method in particular should be avoided in practice.

Absolute and relative tolerance

The ODE solver root finder absolute tolerance option (ODE solver: ODE root finder category) and the
ODE solver root finder relative tolerance option (ODE solver: ODE root finder category), can be used
to configure how precise the results of the root finder should be. The lower the tolerance (or error),
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the higher the precision of the results, but also the more computing time it costs to get to that
precision. The absolute precision is the difference between the prediction and the actual value,
while the relative precision is that same difference, as a fraction of the actual value. In the latter
case, precision reduces with increasing values.

Maximum iterations

The ODE solver root finder maximum iterations option (ODE solver: ODE root finder category) can be
used to set the maximum number of iterations to use for root finding. This value must be at least
one. If the root interval is larger than the tolerances allow, after the maximum number of
iterations, root finding fails.

If it fails for your CIF specification, increase the value of this option. If that does not help, your
specification is most likely too complex (by nature), or has a modeling error that causes the
specification to become too complex for the root finding algorithm to handle. The problem
however, may also be in one of the other root finder options, or in one of the integrator options.

Java compiler

The simulator internally generates Java code from the CIF model. This code is compiled using a Java
compiler and executed. Code generation and compilation result in faster simulation. However,
compilation itself also takes time. The time it takes to compile is different for different Java
compilers.

Using the Java Compiler option (Compiler category), the Java compiler implementation to use, can
be configured. We currently provide two different Java compilers:

* Java compiler from the Java Development Kit (jdk)

The Java Development Kit (JDK) that is required to use our tooling includes a Java compiler. This
compiler has the advantage that is has a bit less overhead of accessing the file system, while it
has as disadvantage that it is a slower in actually compiling the Java code.

* Eclipse Compiler for Java (eclipse)

The Eclipse Compiler for Java (ecj) is part of the Eclipse Java Development Tools (JDT), and is
provided with our tooling. This compiler has the advantage that is a faster in actually compiling
the Java code, while it has as disadvantage that it has a bit more overhead of accessing the file
system.

The names given above, in parentheses, indicate the command line option values to use for
selecting the different compilers.

In general, the JDK compiler is faster for small CIF models, while the Eclipse compiler is faster for
larger CIF models. By default, the JDK compiler is used.

The Java Compiler option has no effect when simulating using a compiled code file (e.g. a .cifcode
file) for repeated simulations, or when debugging generated code by enabling the Load debug code
option (Simulator category).
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Simulation miscellaneous topics

Execution mode

The CIF simulator’s execution mode can be used to simulate a CIF specification in a way that
adheres to the execution scheme defined by the CIF controller properties checker. This way the
simulation will be more similar to the execution of generated code.

The simulator’s execution mode can be used to reduce the validation effort, by simulating only
traces that are similar to what will occur in executions of implementations of the specification. That
is, traces that can’t occur due to the execution scheme in executions, then also don’t need to be
simulated. However, while the simulator’s execution mode tries to mimic the execution behavior as
best it can, it may not be exactly the same. Enabling the execution mode thus runs the risk of
missing behavior that can occur during executions.

The execution mode is disabled by default. It can be enabled using the Execution mode option
(Simulator category).

Preconditions

To be able to enable the execution mode, several preconditions must be satisfied. Some
preconditions are related to the specification being simulated:

* The specification being simulated must not have any 'tau' edges. This means both edges with
explicitly a tau event on them, as well as edges without an event that are implicitly 'tau’ edges,
are not supported for execution mode. Such edges are explicitly forbidden by the execution
scheme.

» The specification being simulated must not have an events that are neither controllable nor
uncontrollable. Such events are explicitly forbidden by the execution scheme.

 The specification being simulated must not have any SVG input mappings that map to an event.
Such SVG input mappings are not strictly compatible with the execution scheme. Instead, use
SVG input mappings with updates.

Other preconditions are related to simulation options:

* A finite maximum delay for time transitions must be set. The execution scheme requires that
the code to execute events is regularly executed. This means that the simulator must stop letting
time pass regularly, allowing it to again consider event transitions. Therefore, a finite maximum
duration of time transitions must be set.

Typically, it is best to set this to a value that fits the execution frequency used for the execution
of the implementation of the specification. If in the implementation the code is executed a
certain number of times per second, so with a certain frequency, then the maximum delay
should be set to match. For instance, for a frequency of 100 times per second, set the maximum
delay to 1/100 = 0.01.

If a maximum delay is chosen that is too large, then events may be executed much later than
that they become enabled. For instance, if a transition for a controllable event leads to a state
where an uncontrollable event becomes enabled, a transition for the uncontrollable event can



only occur after a time transition. Thus, it typically won’t occur until 'maximum delay' time
units have passed.

If real-time simulation is enabled, it is recommended to set the maximum delay to match the
frame rate.

* The complete mode option must be disabled. The way the execution scheme is defined,
calculating multiple different possible transitions from a single state is not applicable.

Note that this also implies restrictions on which input mode can be used: only the automatic
input mode and SVG input mode may be used. Furthermore, it implies that the automatic mode
choice algorithm must be configured to always choose the first possible transition.

By default, if these additional restrictions are satisfied, complete mode is automatically
disabled, and therefore does not need to be disabled explicitly.

e The non-urgent events option must not be used to make any events non-urgent. That is, all
events must be simulated as urgent. The way the execution scheme is defined, events are
executed as part of their event loop as long as they are enabled. Time may only pass after the
execution of both the uncontrollable and controllable event loops.

Working
The way the execution mode work, is as follows, starting from the first item for the initial state:

1. The simulator will try to perform transitions for SVG input mapping with updates, if any are
queued due to having clicked a corresponding interactive SVG element. Once no more clicks
need to be processed, it proceeds to the second item.

2. The simulator will try to perform transitions for uncontrollable events, in the order specified by
the execution scheme. Once no more uncontrollable events are enabled, it proceeds to the third
item.

3. The simulator will try to perform transitions for controllable events, in the order specified by
the execution scheme. Once no more controllable events are enabled, it proceeds to the fourth
item.

4. The simulator will try to perform a time transition. If no time transition is possible, it proceeds
to the first item. If a time transition is possible, it proceeds to the first item after the time
transition ends.

If from a state no transitions are possible for any of these items, the simulation deadlocks.

Complete mode

The CIF simulator calculates for each state the set of transitions that are possible from that state. It
is up to the input component to choose one of those transitions, as the transition to take. Using the
automatic input mode, it is possible to always choose the first transition that is possible.

In that situation, it is then a waste of resources to calculate the other possible transitions. Using the
Complete mode option (Simulator category), it is possible to enable complete mode. If complete
mode is enabled, the calculation of the possible transitions stops as soon as one possible transition



is found.
The following values are available for the complete mode option:
» Auto: disable if possible, enable otherwise (default)

Automatically chooses whether to enable or disable complete mode. If it is allowed to disable
complete mode, it will be disabled. Otherwise, complete mode will be enabled.

* On: forced enabled
Enables complete mode. All possible transitions will be calculated.
* Off: forced disabled
Disables complete mode. Only the first possible transitions will be calculated.

Currently, it is only allowed to disable complete mode, if the automatic input mode or SVG input
mode is used, together with always choosing the first possible transition. Enabling complete mode
is not supported when the execution mode is enabled.

External user-defined functions

The CIF simulator supports external user-defined functions. Currently, the following external
languages are supported:

* Java

Termination

Termination requests are not processed during the execution of external user-defined functions. If
the functions runs for a long time, the termination is postponed until the external function finishes
its execution. If the execution never terminates, for instance because it gets stuck in a loop, often
due to a bug, the termination request is never processed and the simulator will never terminate.

Side effects

All user-defined functions in CIF are pure mathematical functions. They must therefore be
deterministic, and may not have side effects. For internal user-defined functions, this is enforced.
For external user-defined functions, it is mostly impossible to check this constraint in an
implementation, and the responsibility for checking this is therefore delegated to the end user.
Practically, this means that for instance logging statements in functions, while essentially side
effects, may be permitted, as long as the function returns the same value, if given the same
arguments. This is essential for correct simulation results, as the results of function calls may for
instance be cached by the simulator.



Value semantics

The CIF simulator uses value semantics for the parameters and return values of functions. That is,
changes to the parameters of functions in external user-defined functions are not reflected back to
the CIF specification. Furthermore, changes to the return values in the CIF simulator have no effect
on subsequent calls to external user-defined functions.

External user-defined Java functions

External user-defined Java functions allow the use of static Java methods from CIF specifications.
This page explains how to use such Java methods, how the simulator loads and invokes them, what
is allowed, etc. It explicitly does not explain how to write or compile Java code.

External implementation reference

Consider the following examples of external user-defined Java function:

func real f1(real x): "java:java.lang.Math.expm1";

func int f2(bool x): "java:pkg.Cls.method]|../some.jar;bin";

Two external user-defined functions are given as examples. Both have a string literal as external
implementation reference. For Java functions, the string literal must start with java:. Then the
absolute name of the Java method that is to be invoked is given. That is, the package name, class
name, and method name are given, separated by dots (.).

Optionally, a Java class path may be given at the end, preceded by a bar (|) character. The class path
entries must be separated by semicolons (;) regardless of the operating system. The class path
entries are absolute or relative local file system paths to Jar files or directories with Java class files.
Relative paths are resolved against the directory that contains the CIF specification in which the
external user-defined function is declared. Both Linux/Mac file separators (/) and Windows file
separators (\) may be used in class path entries. However, \ must be escaped as \\ in CIF string
literals, and thus it is recommended to always use / as file separator. A discussion of the Java class
path concept is beyond the scope of this documentation.

Supported types and values

Not all CIF data types are supported for the parameters and return values of external user-defined
Java functions. The following table lists the allowed CIF types, and their corresponding Java types.

CIF type Java type
bool java.lang.Boolean /boolean
int java.lang.Integer /int

int[a..b] java.lang.Integer /int



CIF type Java type

real java.lang.Double / double

string java.lang.String

list t java.util.List<t>

set t java.util.List<t>

dict(k: v) java.util.Map<k, v>

tuple(t1, t2, ..., tn) java.util.List<java.lang.0Object>

Unless otherwise specified, the primitive Java types (boolean, int, and double) can be used
interchangeably with their class variants (java.lang.Boolean, java.lang.Integer, and
java.lang.Double). For lists and sets, the element type recursively affects the type parameters of the
Java types. Similarly, for dictionaries, the key and value types affect the type parameters of the Java
Map type. Since Java doesn’t have tuples, and there is no way in Java to define a type with a variable
number of type parameters, CIF tuples are passed to Java as a list of objects. It may be assumed that
such lists have the same number of elements as there are fields in the original tuple, and that the
elements have types that correspond to the types of the field of the tuple. The following table shows
a few examples:

CIF type Java type

bool boolean

int int

list int java.util.List<java.lang.Integer>

set tuple(int a, b) java.util.Set<java.util.lList<java.lang.0Object>
>

For parameters, no null values are ever passed, not even as elements of lists, etc. Furthermore, for
real typed values, NaN, positive infinity, and negative infinity are never passed along.

For return values, null values, as well as NaN, positive infinity, and negative infinity are considered
runtime errors. Furthermore, integer values outside their CIF integer type range bounds are
considered runtime errors as well.

Method resolution

The class as specified in the external implementation reference is loaded using a Java class loader.
By default, the system class loader is used. If additional class path entries are specified in the
external implementation reference, an extended class loader is used that searches in the additional
class path entries before deferring to the system class loader. The class is loaded using the binary
name of the class.

The method that is resolved must be a static method. The access modifier of the static method is
irrelevant. That is, it doesn’t matter whether the method is private, protected, public, etc.

The method is resolved in the Java Virtual Machine (JVM) that runs the simulator. The method is
resolved by name, and parameter types. The parameter types only include the top level type. That
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is, for CIF type list int, the Java type java.util.List is used as the type of the parameter. If more
than one method with the same parameter types is declared in the class, and one of these methods
has a return type that is more specific than any of the others, that method is used. Otherwise one of
the methods is chosen arbitrarily.

For parameters that have primitive Java types as their type, the primitive types are used to resolve
the method instead of their classes. In other words, when resolving the method, or the proper
overload of the method, int and java.lang.Integer are considered incompatible.

The CIF simulator employs lazy loading. That is, if the external Java function is never called, it is
also never loaded.

Method invocation

The method is invoked in the Java Virtual Machine (JVM) that runs the simulator, using reflection.
The method is invoked synchronously, on the simulator thread.

Since the parameter types are not checked recursively when the method is resolved, methods may
fail to execute properly if the type signatures don’t match exactly. Similarly, for the return type only
the top level type is checked. If a return value does not match the CIF type (wWrong element type,
wrong tuple length, etc), simulation will fail with a runtime error.

Any exceptions that occur during execution of the Java method are caught by the simulator. When
the simulator catches such an exception, it will print the Java stack trace of the exception to the
console, and simulation will be terminated.

Side effects

As all functions in CIF, external user-defined Java functions should not have any side effects. That
is, if called with the same arguments, it should return the same value each time. More concretely,
maintaining state information should be avoided, as should file I/O, and reading from stdin.

Writing to stdout and stderr should not affect the result of the method. It should however be
avoided as well, as such writes are associated with the streams of the Java Virtual Machine (JVM),
and not the simulator. The output will not end up on the Eclipse console of the simulator.

You should assume that each external function is loaded using a different class loader. As such,
multiple Java methods from the same class, from the same external library, may be loaded using
different class loaders as well. As such, shared static fields (class variables) of those classes can in
general not be shared by different external functions.

Profiling

The CIF simulator has a Profiling option (Simulator category). If the option is enabled, information
about the number of transitions taken per second, is printed to the console. Enabling profiling
disables most other types of console output. By default, profiling is disabled.



The profiling output looks somewhat like this:

750431.42 transitions/second
640589.87 transitions/second
890939.01 transitions/second
887228.57 transitions/second
890143.25 transitions/second
893674.44 transitions/second
891812.69 transitions/second

Stochastic distributions and seeds

Stochastics can be used to model randomness in CIF models. The CIF simulator exhibits pseudo-
randomness. This page explains how to influence that pseudo-randomness.

The randomness of the stochastic distributions is implemented in the CIF simulator using
pseudorandom number generators (PRNGs). The PRNG used is the Mersenne Twister. The
sequences of random numbers that are generated by the MT are not truly random. They are
pseudorandom, as they start to repeat after some time. The Mersenne Twister however, has a very
long period of 2"***” - 1 numbers.

Since the sequence of generated random numbers is always the same, the only way to vary it, is to
use a different starting place. The starting place is determined by the initial seed, which can be
configured through the Initial seed for stochastic distributions option (Simulator category). If
specified, it must be a value in the range [1 .. 2°]. If it is not specified, a random initial seed in that
range is chosen by the simulator. If a random initial seed is chosen, and it is used, it is printed to the
console.

The initial seed as provided by the option, is used for the first stochastic distribution that is created.
Each subsequent distribution uses the next available seed. That is, if you specify an initial seed of 5,
then the first distribution is created with an initial seed of 5, the next one uses 6, the third one uses
7, etc. The initial seeds are kept in the range [1 .. 2*]. After seed 2%, 1 is used as seed, then 2 is used
as seed, etc.

Simulating the same specification multiple times, using the same initial seed, results in the same
samples. Therefore, using a fixed seed can make your simulation deterministic, even though you
use stochastic distributions to introduce randomness into your specification.

Simulation developer topics

Maximum time point tolerance

a This page is primarily intended for the developers of the CIF simulator, and not its
end users.

The CIF simulator internally often queries the trajectories computed by the ODE solver. Due to the
limited precision of binary floating point number representations, requests of time points for


https://en.wikipedia.org/wiki/Pseudorandom_number_generator
https://en.wikipedia.org/wiki/Mersenne_twister
https://en.wikipedia.org/wiki/Random_seed

which no exact match is present in the trajectories, but for which a very close match is present, are
allowed. The simulator compensates for these small deviations, to avoid accumulation of such
deviations.

The simulator uses the value of the Maximum time point tolerance option (Simulation category) to
determine whether two time points are close enough to each other to constitute a match. The
tolerance is given in ulps (units in the last place, or units of least precision). One ulp is the difference
between two subsequent floating point numbers, for the limited precision binary floating point
number representation used by the simulator. That is, two floating point numbers are one ulp away
from each other, if there is no other floating point number between them, that can be represented
using the floating point number representation used by the simulator. Since an ulp increases as the
floating point numbers increase, the tolerance is thus relative to the values of the time points.

The tolerance values chosen using the option must be in the range [1 .. 2¥]. The default tolerance is
2" (= 1024) ulps. The default tolerance should suffice, but if it doesn’t, you may be presented with
an error like this:

ERROR: Simulation resulted in a runtime error, for state: time=0.0, x=1.0.

CAUSE: Requested time point "1.6000000000000005" is "2.0" ulps (1 ulp =
2.220446049250313e-16) away from the closest time point in the trajectories "1.6",
which is farther away than the maximum tolerance of "1" ulps. You can try increasing
the value of the maximum time point tolerance option. Please also contact the
development team.

If you get such an error, you can try to increase the tolerance using the Maximum time point
tolerance option, in order to be able to continue your simulation. However, as this shouldn’t
actually happen, you should also contact the development team, who will then figure out why the
default tolerance doesn’t suffice for your model.

Debugging generated code

g This page is primarily intended for the developers of the CIF simulator, and not its
end users.

The CIF simulator generates highly optimized code for the specification, to speed up the simulation.
By enabling the Debug the generated code (by writing it to disk) option (Output category), the
generated code can be written to disk, for further debugging.

Output directory

If the simulation is performed from within Eclipse, and a project named
org.eclipse.escet.cif.simulator.debug exists, is not closed, and has a src directory, the generated
code will be written to that src directory. Otherwise, the generated code will be written to the
directory containing the input specification file.

Regardless, the code is also always written to a cifcode sub-directory. If this sub-directory does not
yet exist, it is created. If it already exists, all relevant existing files, such as . java files, are removed
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from the sub-directory first, before the newly generated code is written.

Written files

This results in several files being written to the cifcode directory. One of these files is
DebugSimulator.java, which contains the simulation options that were used and always shows the
option dialog. The working directory for the simulation performed via DebugSimulator.java is the
same working directory as the original simulation. This allows additional files, such as
configuration files, to be found.

The org.eclipse.escet.cif.simulator.debug project contains a launch file (debug-cif-simulator-
generated-code.launch) that can be used to reproduce the simulation implemented by the generated
code. This launch configuration assumes that the code was generated in the src folder of the
org.eclipse.escet.cif.simulator.debug project and was compiled to the target/classes folder of
that project.

How to use

To use this feature, follow these steps:

» Start an Eclipse ESCET development environment.

* Make sure your workspace is automatically rebuilt, by enabling the Build Automatically option
in the Project menu.

* Start a sub-Eclipse application, by clicking Run > Run Configurations... or Run > Debug
Configurations, and selecting escet-product and clicking [ Run ].

* In the sub-Eclipse that opens, make sure the CIF specification (the .cif file) that you like to
simulate is available in the workspace.

¢ In the sub-Eclipse, import the org.eclipse.escet.cif.simulator.debug source project.

» Simulate the CIF specification, and make sure you enable the Debug the generated code (by
writing it to disk) option.

e Continue simulation, if desired.

* Once the simulation has terminated, switch back to the main Eclipse.

* Refresh the org.eclipse.escet.cif.simulator.debug project.

» Set breakpoints in the generated Java code, or in the simulator code, as desired.

* Right click debug-cif-simulator-generated-code.launch in the

org.eclipse.escet.cif.simulator.debug project, and choose Debug as > debug-cif-simulator-
generated-code.launch.

* Debug the simulation, with the generated code, as you would any Java program.

Starting the simulator with generated code

The launch configuration that is used, uses the Load debug code option (Simulator category). Using
this option, the classpath (directory) where the already generated code is located, is specified. By



specifying it, the simulator knows from where to load it.

Simulations not started from this launch configuration, generally don’t use this option. They load
the input specification, validate it, generate fresh code, and compile the code in-memory, or use
compiled code files.

Simulations using the generated code ignore all options related to repeated simulations. That is, the
Load debug code option takes priority over the Compile only option (Compiler category), and
simulating with compiled code files.

A warning is printed to the console if the generated code was generated with a different version of
the simulator than the one used to simulate it. Ignoring the warning may lead to unexpected
simulation results, or even simulator crashes.

Test mode

a This page is primarily intended for the developers of the CIF simulator, and not its
end users.

In order to be able to perform automated testing, the Test mode option (Output category) can be
used. This option has the following effect:
» The visual interfaces for all output components (such as visualizers) are disabled.

* The user is no longer asked to confirm termination of the simulator, if the Ask to confirm
simulator termination option (Simulator category) is configured to let the simulator decide
whether to ask the user for confirmation or terminate automatically. By not asking for user
input at the console, the automated test set can be fully automatically executed.

* It is allowed to perform real-time simulation without using any real-time output components,
allowing testing of the real-time functionality in the automated test set.

* All real-time delays are skipped. By not performing unnecessary real-time delays, the
automated test set executes as fast as possible.

* The SVG visualizer operates in synchronous mode, rather than asynchronous mode. This
ensures that debug output becomes synchronous as well, and we thus get consistent output for
our test cases. This is not only useful for automated testing, but also for debugging.

4.3.2. CIF to mCRL2 transformer

The CIF to mCRL2 transformer is used to convert a CIF specification to an mCRL2 model. mCRL2 is a
tool for verifying properties of the model.

Starting the transformation

The transformation can be started in the following ways:
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* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF simulation, validation and verification tools » Convert CIF to mCRL2....

* In Eclipse, right click an open text editor for a .cif file and choose CIF simulation, validation

and verification tools » Convert CIF to mCRL2....

* Use the cif2merl2 tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

e Use the cif2mer1l2 command line tool.

Options
Besides the general application options, this application has the following options:

* Input file path: The absolute or relative file system path to the input CIF file.

* Output file path: The absolute or relative file system path to the output mCRL2 file. By default,
the output file path is the same as the input file path, but with the .cif extension removed (f it
exists), and the .mcr12 extension added. This option can be used to override the default.

* Generate 'value' actions: To query the value of variable or current location of an automaton, a
value action can be used. By default, such actions are generated for every variable and
automaton with at least two locations of the CIF specification. Using this option, you can define
a reduced set of variables and automata that should get such an action. See the section on value
actions for more details.

* Generate 'marked’ action: Whether to generate a 'marked' action in the generated mCRL2 model.
By default, a 'marked’ action is generated. Using this option, generation of this action can be
disabled. See the section on the marked action for more details.

Supported specifications

The CIF to mCRL2 transformer supports a subset of CIF specifications.

* Regarding variables:
o Discrete variables are supported. The following restrictions apply:
= They must have a bool, enum, or int type. The latter may have a range.
= Variables with multiple potential initial values are not supported.
= The initial value of a variable must be a statically evaluable.

= The transformation ensures that integer variables remain within their range, thus
preventing runtime errors.

o Continuous variables are not supported.
o Algebraic variables are supported, if their types and values are supported.

o Input variables are not supported.



* Regarding automata:

)

o

There must be at least one automaton.

The supervisory kind of automata is ignored.

The initialization predicates in locations must be statically evaluable to true or false.

There must be exactly one initial location in each automaton, and it must be possible to
determine this statically.

Multi-assignments are not supported. Multiple assignments on an edge is supported.

Urgent locations and edges are not supported.

* Regarding expressions:

o All expressions and sub-expressions must be of type bool, enum, or int. The latter may have a
range.

o Regarding boolean-typed expressions (resulting in a boolean as value):

Boolean literals (false and true) are supported.

Boolean-typed constants are supported.

Boolean-typed discrete variables are supported.

Boolean-typed algebraic variables are supported.

Boolean-typed received values.

Binary operators and, or, => and <=> on boolean-typed arguments are supported.
Binary operators = and != on boolean, enum and integer-typed arguments are supported.
Binary operators <, <=, > and >= on integer-typed arguments are supported.
Unary operator not on boolean-typed arguments is supported.

Location references are supported.

if expressions with a boolean-typed result are supported.

switch expressions with a boolean-typed result, and supported switch and key values, are
supported.

Cast expressions on boolean-typed arguments that don’t change the type are supported.

o Regarding enumeration-typed expressions (resulting in an enumeration literal as value):

Enumeration literals are supported.

Enumeration-typed constants are supported.
Enumeration-typed discrete variables are supported.
Enumeration-typed algebraic variables are supported.
Enumeration-typed received values.

if expressions with an enumeration-typed result are supported.

switch expressions with an enumeration-typed result, and supported switch and key
values, are supported.

Cast expressions on enumeration-typed arguments that don’t change the type are



supported.
o Regarding integer-typed expressions (resulting in an integer as value):
= Integer literals are supported.
= Integer-typed constants are supported.
= Integer-typed discrete variables are supported.
= Integer-typed algebraic variables are supported.
= Integer-typed received values.
= Binary operators +, * and - on integer-typed arguments are supported.
= Binary operators div and mod on positive divisors are supported.
= Unary operators - and + on integer-typed arguments are supported.
= if expressions with an integer-typed result are supported.

= switch expressions with an integer-typed result, and supported switch and key values,
are supported.

= Cast expressions on integer-typed arguments that don’t change the type are supported.
* Regarding other concepts:

o Initialization predicates in components are not supported, unless they are statically
evaluable to true.

o Invariants are not supported, unless they do not pose any restriction.

o I/O declarations are ignored. A warning is printed if a CIF/SVG input declaration is
encountered.

o Annotations are ignored.

Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to
increase the subset of CIF specifications that can be transformed:

* Remove I/O declarations

* Remove annotations

Eliminate component definition/instantiation

Simplify values

The following transformations are additionally applied as preprocesing (in the given order), after
checking preconditions, to simplify the transformation:

* Eliminate type declarations

* Eliminate constants

» Eliminate algebraic variables



Add default initial values

* Linearize (product)

» Convert switch expressions to if expressions

Eliminate if updates

Output of the transformation

Names

The mCRL2 names of CIF objects, such as automata, variables and events, are based on the absolute
names of the CIF objects. Each . is replaced by an apostrophe ('), to form a valid mCRL2 name. A
single apostrophe is added at the end of each name, to ensure that the names don’t conflict with
mCRL2 keywords. For an automaton a with a location x, its absolute name is a.x. Its mCRL2 name is
thusa'x'.

Enumerations

The generated mCRL2 model starts with an mCRL2 sort for each CIF enumeration. For compatible
enumerations, a single representative is used. Due to linearization, locations of automata with at
least two locations are represented as location pointer variables, and their values come from
enumerations as well.

Events

For each CIF event, an mCRL2 action is generated.

Variable 'value' actions

For each CIF discrete variable, a 'value' action may be generated. Due to linearization, locations of
automata with at least two locations are represented as location pointer variables, and thus an
action may be generated for them as well. The name of the action is the mCRL2 name of the
variable, with 'varvalue added to it as postfix. These mCRL2 actions have as type the type of the
corresponding CIF variable.

By default, a 'value' action is generated for each discrete variable and for each automaton with at
least two locations. In some cases, this may not be wanted. Variables that never have to be queried
for their value do not need such an action. Having such an action available anyway increases the
amount of work that has to be done by the mCRL2 tool. To restrict the generation of 'value' actions,
the Generate 'value' actions option can be used (--value-actions=:": or -v ).

The option takes a comma separated list of variable/automata name patterns, that are considered in
the order they are given. Each pattern can add or remove variables and automata. If the pattern
starts with a + character, variables are added and thus get a 'value' action. If the pattern starts with
a - character, variables are removed and thus don’t get a 'value' action. If the pattern start neither
with a + nor with a - character, variables are added.

The main part of each pattern is the name of the variable or automaton to add or remove. The



absolute names of variables and automata should be used. Only automata with at least two
locations can be used. In addition, you can use the * character as a shorthand for 'zero or more
arbitrary characters’, allowing you to write abbreviations, and match several variables and/or
automata at the same time.

The list of patterns is interpreted relative to selecting no variables. That is, if an empty list of
patterns is specified, no variables and automata are added. By default, the +* pattern is used, which
adds all variables.

For example, assume existence of the following automata and variables in a CIF specification:

A.p12 A.q2 A.z B B.x B.y1 B.y2 B.z C.q

Below a number of example option values are given, together with what automata and variables
they select from the above list.

* The option value B.x, +A.z selects variables B.x and A. z.
* The option value +* selects all automata and variables.

* The 'empty' option value selects no automata and variables. On the command line or in ToolDef
scripts, when using the -v short option, use '' for the 'empty' option value.

* The option value +*1 selects all automata and variables that end with a 1, which in this case is
variable B.y1 only. Variable A.p12 does have a 1 in it, but not at the end.

* The option value +*1* selects all automata and variables with a 1 at any position. This matches
both A.p12 and B.y1.

* The option value +*,-B,-B.* selects all automata and variables, except automaton B and the
variables defined in it. First, +* adds all automata and variables. Then, -B removes automaton B.
Finally, -B* removes all variables that start with B., so all variables in automaton B.

'marked' action

By default, a marked action is generated. The action is enabled when the CIF specification’s marker
predicate holds, and is disabled otherwise. The action allows to verify properties in mCRL2 that
relate to marked states of the CIF specification. To disable the generated of this action, use the
Generate 'marked’ action option can be used (--marked-action=off or -a0).

Behavior

A single mCRL2 process named P is generated that represents the behavior of the CIF specification.
The process has a parameter for each variable of the CIF specification. Due to linearization, this
includes the location pointer variables for automata with at least two locations.

The process consists of alternative process expressions. For each linearized CIF edge, there is one
alternative. Each of these alternatives consists of a guard, an action and a recursive invocation of
process P with the updates to the variables. The mCRL2 guard expressions are constructed from the
guards of the linearized CIF edges. Additional guards are added to ensure that integer variables
remain within their ranges, thus preventing runtime errors.



For each CIF variable and automaton with a variable 'value' action, an additional alternative
process expression is added. It allows the variable 'value' action to occur for the current value of
the variable.

Initialization

At the end of the generated mCRL2 program, an initial mCRL2 process is given. It matches the initial
state of the CIF specification.

Example

Consider the following CIF specification:

event a, b, c;

automaton P:
disc int[0..10] x = 0;
disc int[-5..5] zero

11
S

location p1:
initial;
marked;
edge a do x := x + 1 goto p2;

location p2:
edge c when Q.y !'= @ goto p1;
edge a do x := 1 goto p1;
end

automaton Q:
disc int[0..1] y = 1;

location q1:
initial;

edge a when y = 1 goto q2;
location q2:
marked;
edge b when y = 1 and P.x < 8 and P.zero = @ goto q1;

1
S

edge b when y
end

=> P.x >= 8 goto q1;

By default, the following mCRL2 model is generated for it:

% Generated by CIF to mCRL2.

% Sorts for CIF enumerations.
sort P'LPE' = struct P'p1" | P'p2';
sort Q'LPE' = struct Q'q1" | Q'q2';



% Actions for CIF events.
act a';
act b';
act c¢';

% Actions for CIF variables having certain values.
act P''varvalue: P'LPE';

act P'x''varvalue: Int;
act P'zero''varvalue: Int;
act Q''varvalue: Q'LPE';

act Q'y''varvalue: Int;

% Action for CIF marker predicate.
act marked;

% Process for behavior of the CIF specification.

proc P(
P'x": Int,
P'zero': Int,
P': P'LPE',
Q'y"': Int,
Q': Q'LPE'

) =

% CIF linearized edges.

((C(P" == P'p1") && (Q" == Q'q1")) & ((Q'y' == 1) && ((0 <= (P'x" + 1)) && ((P'x’

+ 1) <=10))))) -> a'
+

. P(P'x'

- (Ple + 1)' PI - Plpzll QI - quzl)

(C((P" ==P'p2") && (Q" == Q'q1")) & (Q'y' == 1))) ->a' . P(P'x" =1, P' =
P'p1', Q' = Q'2")

+

((((Q" == Q'q2") & (Q'y' == 1)) && ((P'x' < 8) & (P'zero' == 0)))) ->b"' . P(Q'
=Q'q1")

+

(((Q" ==Q'q2") && ((Q'y' ==0) => (P'x' >=8)))) ->b" . P(Q" =Q'q1")

+

(((P" ==P'p2") & (Q'y"' !=0))) ->c" . P(P" =P'p1")

+

% CIF variable value actions.

P''varvalue(P') . P()

+

P'x"'"varvalue(P'x"') . P()

+

P'zero''varvalue(P'zero') . P()

+

Q' 'varvalue(Q') . P()

+

Q'y"'varvalue(Q'y') . P()

+

% CIF 'marked' action.

(((P" ==P'p1") && (Q' == Q'q2"))) -> marked .

PO)



% Initialization.
init P(@, @, P'p1', 1, Q'ql1");

4.3.3. CIF to UPPAAL transformer

The CIF to UPPAAL transformer can be used to transform CIF specifications to UPPAAL systems
(*.xml files). UPPAAL is a tool modeling, validation, and verification of networks of timed automata
with variables. The transformer only transforms untimed CIF specifications.

Starting the transformation

The transformation can be started in the following ways:
* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF simulation, validation and verification tools » Convert CIF to UPPAAL....

* In Eclipse, right click an open text editor for a .cif file and choose CIF simulation, validation
and verification tools » Convert CIF to UPPAAL....

» Use the cif2uppaal tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

» Use the cif2uppaal command line tool.

Options
Besides the general application options, this application has the following options:

* Input file path: The absolute or relative local file system path to the input CIF specification.

* Output file path: The absolute or relative local file system path to the output UPPAAL file. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a .xml file extension is added.

Supported specifications
The CIF to UPPAAL transformer supports a subset of CIF specifications. The following restrictions
apply:

* Specifications without automata are not supported.

* Channels (events with data types) are not supported.

* Initialization predicates in components are not supported.

* Automata that do not have exactly one initial location are not supported.


https://www.uppaal.org/

Locations with initialization predicates that are too complex to evaluate statically, are not
supported. That is, those predicates must essentially be constant. For instance, true and true or
false are supported, as is c if ¢ is a constant. However, v => ¢ with v a discrete variable that can
initially have several different values, is not supported.

Discrete variables with multiple potential initial values are not supported.

Discrete variables with initial values that are too complex to evaluate statically, are not
supported. That is, their initial values must essentially be constant. For instance, 1 + Tand 2 * 5
are supported, as is ¢ + 1 if c is a constant. However, v * 2 with v a discrete variable that can
initially have several different values, is not supported.

Continuous variables are not supported.
Input variables are not supported.
User-defined functions are not supported.
Urgent edges are not supported.

Multi-assignments on edges (such as do (x, y) := (1, 2)) are not supported. However, it is
allowed to use multiple assignments on an edge (suchasdo x := 1, y := 2).

Partial variable assignments (such as do x[@] := 5) are not supported.
Conditional updates (if updates) on edges (such asdo if b: x := 5 end) are not supported.

Only the following data types are supported: boolean, integer (both with a range and without a
range), and enumeration types.

Only the following expressions are supported: boolean literal values (true and false), integer
literal values, enumeration literal values, binary expressions (partially, see below), unary
expressions (partially, see below), casts that don’t change the type, if expressions, and
references to constants, discrete variables, algebraic variables, and locations.

Only the following binary operators are supported: logical equivalence (<=>), logical implication
(=>), logical conjunction (and on boolean operands), logical disjunction (or on boolean operands),
addition (+) on integer operands, subtraction (-) on integer operands, multiplication (*) on
integer operands, integer division (div), integer modulus (mod), equality (=) on integer and
enumeration operands, inequality (!=) on integer and enumeration operands, less than (<) on
integer operands, less than or equal to (<=) on integer operands, greater than (>) on integer
operands, and greater than or equal to (>=) on integer operands.

Only the following unary operators are supported: logical inverse (not), negation (-) on an
integer operand, and plus (+) on an integer operand.

The controllability of events is ignored.

The supervisory kinds of automata are ignored.

The supervisory kinds of invariants are ignored.

Marker predicates are ignored.

I/O declarations are ignored. A warning is printed if a CIF/SVG input declaration is encountered.

Annotations are ignored.



Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to
increase the subset of CIF specifications that can be transformed:

* Remove I/O declarations

* Remove annotations

» Eliminate component definition/instantiation
* Eliminate tau event

* Eliminate state/event exclusion invariants

» Eliminate algebraic variables

* Convert enumerations to integers

¢ Eliminate monitors

Transformation result

CIF features synchronizing events, while UPPAAL only supports channels. A SendAut
automaton/template is added to the UPPAAL system to ensure proper event synchronization. The
UPPAAL template has a single location, and self loops for every event in the CIF specification. The
guards of the self loops express the conditions (from edge guards and state/event exclusion
invariants) under which the events are globally enabled (guard wise) in the CIF specification. Every
CIF event is a broadcast channel in UPPAAL. If the self loop is enabled (guard wise), the SendAut
template broadcasts over the channel. All the other templates (for the CIF automata) receive the
event. They can actually receive, as the guard of the self loop ensures that. Together the SendAut self
loops and the receive edges form the synchronization.

As the SendAut template needs to refer to locations of the other templates, location pointer variables
are added for all the other templates. For every CIF automaton some.aut, a location pointer variable
LP_some_aut is added. The location pointers are integer variables with range [0,n-1], for an
automaton with n locations. Updates are added to the edges to ensure the location pointer variables
have the proper values. The location pointers are similar to those created by the CIF to CIF
transformation that eliminates the use of locations in expressions.

In CIF, assignments interpret the right hand side of the assignment (the new value of the variable)
in the source state of the transition. In UPPAAL, assignments have order, and the right hand sides
are interpreted over the current state, after any preceding assignments. Furthermore, the order in
which the assignments of the edges of different participating templates are executed is not defined.
To ensure the proper CIF semantics, 'old' versions of all variables (including the location pointer
variables) are added. For a variable x, OLD_x is added. The SendAut automaton assigns the current
values of all variables to their 'old' counterparts. The assignments on the edges of the other
automata then use the 'old' variables to compute the new values of the variables. As the values of
the 'old' variables are only used during the transitions, the 'old' variables are meta variables in the
UPPAAL system.

The state invariants from CIF components are added to the location of the SendAut template.



For CIF variables with an int type, the UPPAAL type is int[-2147483648,2147483647].

The names of templates, variables, etc in UPPAAL are based on the absolute names of their CIF
counterparts. For a variable a.b.c in CIF, the UPPAAL name is a_b_c. If there are conflicts between
the UPPAAL names, or if one of the UPPAAL names conflicts with a UPPAAL keyword, renaming is
performed, and a warning is printed to the console.

No geometry is generated. When the generated UPPAAL file is opened in UPPAAL, UPPAAL will
perform some layouting.

4.3.4. Controller properties checker

The controller properties checker can be used to determine whether a supervisor to be
implemented as a controller satisfies certain desired properties. These properties are not yet
guaranteed through synthesis, and must therefore be checked on a synthesized supervisor, before
code is generated from it.

The controller properties checker assumes a certain execution scheme for code generated from CIF
specifications by code generators. This scheme prescribes, among others, the use of iterations of the
event loops and the order in which transitions are executed. All code generators must adhere to
this scheme, for the results of the controller properties checker to carry over to implemented
controllers.

The following properties can be checked:

Bounded response

The bounded response property holds if for each execution of the code, the number of iterations
of the event loops to execute for uncontrollable and controllable events are both bounded. This
property ensures that the code that executes the uncontrollable events, as well as the code that
executes the controllable events, always terminate. That is, the system has no loops with only
uncontrollable events, or with only controllable events. In other words, there is no livelock for
uncontrollable events, nor for controllable events.

This check does not produce false negatives.
Read more about this check on the bounded response check page.

Confluence

The confluence property holds if for each execution of the controllable events, it does not matter
in which order the controllable events are executed, as the same state is reached regardless. This
property ensures that that the controller can make any choice between controllable events
without losing the guarantees of synthesis. By extension, this means that code generators may
generate code for the controller that executes the controllable events in any order.

This check does not check for confluence of the uncontrollable events. Furthermore, the check
may produce false negatives.

Read more about this check on the confluence check page.



Finite response

The finite response property holds if for each execution of the code, the number of transitions to
execute for controllable events is finite. This property ensures that the code that executes the
controllable events always terminates. That is, the system has no loops with only controllable
events. In other words, there is no livelock for controllable events.

This check does not check for finite response of the uncontrollable events. Furthermore, the
check may produce false negatives. Hence, it is recommended to use the bounded response
check instead.

Read more about this check on the finite response check page.

Non-blocking under control

The non-blocking under control property holds if a marked state can be reached, even though
the transitions for uncontrollable events and controllable events are executed in a specific way
in generated code. This property ensures that the code is still non-blocking, and this guarantee of
synthesis is thus preserved in generated code.

This check does not produce false negatives.
Read more about this check on the non-blocking under control check page.

After performing the checks, the controller properties checker adapts the input model, to encode
the results of the checks that were performed in the controller properties annotation of the model.
It then writes the modified model to a file. If only some of the checks are performed, the earlier
results of checks that are skipped are preserved. This allows the checks to be performed one by one.

After checking whether the properties hold on a model, that model should not be adapted anymore,
as this may invalidate the results of the checks. If changes must be made, such as adding timers
before generating code, then such changes should be made with great care, as not to invalidate the
results of the checks.

Starting the checker

The checker can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF simulation, validation and verification tools » Apply controller checks....

* In Eclipse, right click an open text editor for a .cif file and choose CIF simulation, validation
and verification tools » Apply controller checks....

» Use the cifcontrollercheck tool in a ToolDef script. See the scripting documentation and tools
overview page for details.

e Use the cifcontrollercheck command line tool.



Options
Besides the general application options, this application has the following options:

* Input file path: The absolute or relative file system path to the input CIF specification.

* Enable bounded response checking: If set (the default), bounded response is checked in the CIF
specification. If unset, bounded response checking is not performed.

* Enable confluence checking: If set (the default), confluence is checked in the CIF specification. If
unset, confluence checking is not performed.

* Enable finite response checking: If set (the default), finite response is checked in the CIF
specification. If unset, finite response checking is not performed.

* Enable non-blocking under control checking: If set (the default), non-blocking under control is
checked in the CIF specification. If unset, non-blocking under control checking is not performed.

* Maximum number of printed cycle states: The maximum number of printed cycle states to print
to the console, in case bounded response doesn’t hold due to cycles. The integer number must
be non-negative and at most 2,147,483,637. By default, the limit is 10 printed cycle states. For
further details, see the bounded response check documentation.

* Print control loops: If set (the default), during finite response checking the events that may still
occur in a controllable-event loop are printed to the console.

* Output file: The absolute or relative file system path to the output CIF specification. If not
specified, defaults to the input file path, where the .cif file extension is removed (if present),
and a .checked.cif file extension is added.

At least one of the checks must be enabled.

Supported specifications

The CIF controller properties checker supports a subset of CIF specifications. The following
restrictions apply for the tool in general, regardless of which checks are performed:

* Specifications without automata are not supported.

* Automata with non-determinism for controllable events are not supported. That is, automata
that have locations with multiple outgoing edges for the same controllable event, with
overlapping guards (e.g. x > 1 and x < 4), are not supported. Note that this check may lead to
false positives, the check is an over-approximation and guard overlap may be detected for
unreachable states.

* Only plant and supervisor automata are supported. Kindless and requirement automata are not
supported.

* Only plant and supervisor invariants are supported. Kindless and requirement invariants are
not supported.

* State invariants are not supported, unless they are trivially true.

* Events not declared as controllable or uncontrollable are not supported. This includes the tau
event, both explicitly used on edges, as well as implicitly for edges without explicitly mentioned



events.
* Continuous variables are not supported.

* Multi-assignments on edges (such as do (x, y) := (1, 2)) are not supported. However, it is
allowed to use multiple assignments on an edge (such asdo x := 1, y := 2).

 Partial variable assignments on edges (such as do x[@] := 5) are not supported.
* I/O declarations are ignored. A warning is printed if a CIF/SVG input declaration is encountered.
* Annotations are ignored.

The following restrictions apply only to the bounded response, confluence and non-blocking under
control checks:

 Discrete and input variables are supported, but only if they have a boolean type, ranged integer
type (e.g. int[0..5]), or enumeration type. For integer types, ranges that include negative
integer values are not supported, and neither are ranges that include value 2,147,483,647.

* Discrete variables must have supported initial values. If explicit initial values are given, they
must be supported predicates (for boolean variables) or supported expressions as described
below (for all other variables).

 Constants, algebraic variables and algebraic parameters of components are supported as long as
their values are supported in the context where they are used (as described below).

* Conditional updates (if updates) are not supported.

* Only limited forms of predicates (for markers, invariants, initialization, guards, initial values of
boolean variables, right hand sides of assignments, etc) are supported. The supported predicates
are:

o Boolean literals (true, false).

o Discrete and input boolean variables (x, for x a discrete or input variable with a boolean
type).

o Algebraic boolean variables with supported predicates as their values (x, for x an algebraic
variable with a boolean type).

> Boolean constants (x, for x a constant with a boolean type).

o Locations (aut. loc, for aut and automaton and loc a location of that automaton).
o The unary inverse operator (not) on a supported predicate.

o The binary logical conjunction (and) on two supported predicates.

o The binary logical disjunction (or) on two supported predicates.

o The binary logical implication (=>) on two supported predicates.

o The binary logical bi-conditional (<=>) on two supported predicates.

o The binary equality comparison (=) on two supported predicates, or on two supported
integer or enumeration expressions.

o The binary inequality comparison (!=) on two supported predicates, or on two supported
integer or enumeration expressions.

o The binary less than comparison (<) on two supported integer expressions.



The binary less than or equal comparison (<=) on two supported integer expressions.
The binary greater than comparison (>) on two supported integer expressions.
The binary greater than or equal comparison (>=) on two supported integer expressions.

Conditional expressions (if expressions) with supported guard and resulting value
predicates.

Switch expressions with supported control value and resulting value predicates.

Any other valid CIF predicate (computation) that results in a boolean value, as long as the
computation is not too complex to be performed statically. That is, the computation must
essentially represent a fixed/constant value.

Here are some examples of computations that can be statically evaluated:

= {1} in {1, 2} (resultis true)
= [false, true][0@] (resultis false)

= ¢ - 1, for a constant c with value 4 (result is 3)
Here are some examples of computations that can not be statically evaluated:

= v = true for v a discrete variable. The computation results in different values for
different values of v.

= {v} in {1, 2} for v a discrete variable. The computation results in different values for
different values of v.

* Only limited forms of integer and enumeration expressions (for binary comparisons, initial
values of variables, right hand sides of assignments, etc) are supported. The supported
expressions are:

[

An integer literal/value.
An enumeration literal/value.

Discrete and input integer/enumeration variables (x, for x a discrete or input variable with
an integer or enumeration type).

Algebraic integer/enumeration variables with supported expressions as their values (x, for x
an algebraic variable with an integer or enumeration type).

Integer/enumeration constants (x, for x a constant with an integer or enumeration type).
+i for i a supported integer expression.

-1 for i a supported integer expression.

i + j for i and j supported integer expressions.

i - jforiand j supported integer expressions.

i div jand i mod j for i a supported integer expressions, and j a positive integer value, or a
computation that results in a positive integer value, as long as the computation is not too
complex to be performed statically. That is, j must essentially be constant.

Conditional expressions (if expressions) with supported guard predicates and supported
resulting values.



o Switch expressions with supported control values and supported resulting values.

o Any other valid CIF expression (computation) that results in an integer value or an
enumeration value, as long as the computation is not too complex to be performed statically.
That is, the computation must essentially represent a fixed/constant value.

Here are some examples of computations that can be statically evaluated:

= 2 * 5(resultis 10)

= floor(3.14) (result is 3)

= ¢ + 1, for a constant ¢ with value 2 (result is 3)

Here are some examples of computations that can not be statically evaluated:

= v - 1, for v a discrete variable. The computation results in different values for different
values of v.

= ceil(sqrt(-1.0)), since sqrt of a negative number results in a runtime error upon
evaluation.

Only limited forms of assignments are supported. The supported forms are:
o xb := p (with xb a boolean variable, and p a supported predicate, as described above)

o xi := ie (with xi a supported integer variable, and ie a supported integer expression, as
described above)

o xe := ee (with xi an enumeration variable, and ee a supported enumeration expression, as
described above)

The following restrictions apply only to the finite response check:

Channels (events with data types) are not supported.
Functions (both standard library functions and user-defined ones) are not supported.

Only discrete, input and algebraic variables with a boolean, ranged integer (e.g. int[0..5]), or
enumeration type are supported.

Only the following expressions are supported: boolean literal values (true and false), integer
literal values, enumeration literal values, binary expressions (partially, see below), unary
expressions (partially, see below), casts that don’t change the type, if expressions, switch
expressions, and references to constants, discrete variables, input variables, algebraic variables,
and locations.

Only the following binary operators are supported: logical equivalence (<=>), logical implication
(=>), logical conjunction (and on boolean operands), logical disjunction (or on boolean operands),
addition (+) on integer operands, subtraction (-) on integer operands, multiplication (*) on
integer operands, integer division (div), integer modulus (mod), equality (=) on boolean, integer
or enumeration operands, inequality (!=) on boolean, integer or enumeration operands, less
than (<) on integer operands, less than or equal to (<=) on integer operands, greater than (>) on
integer operands, and greater than or equal to (>=) on integer operands.

Only the following unary operators are supported: logical inverse (not), negation (-) on an
integer operand, and plus (+) on an integer operand.



Preprocessing

To increase the subset of CIF specifications that can be checked, various CIF to CIF transformations
are applied as preprocessing.

The following transformations are applied for the tool in general, regardless of which checks are
performed:

* Eliminate component definition/instantiation
Any changes they cause are included in the output model as well.

The following transformations are applied for the tool in general, regardless of which checks are
performed:

* Remove I/O declarations
Any changes they cause are not included in the output model.

The following transformations are applied, in case bounded response or non-blocking under
control is checked:

* Relabel supervisors as plants
Any changes they cause are not included in the output model.

The following transformations are applied (in the given order), in case confluence or finite
response is checked:

* Eliminate state/event exclusion invariants

* Eliminate monitors

* Eliminate automaton self references

* Eliminate type declarations

* Eliminate the use of locations in expressions

* Convert enumerations to integers

* Eliminate algebraic variables

* Eliminate constants

* Simplify values

* Eliminate if updates

Any changes they cause are not included in the output model.



Execution scheme

The controller properties checker assumes a certain execution scheme for code generated from CIF
specifications by code generators. This scheme prescribes, among others, the order in which
transitions are executed. All code generators must adhere to this scheme, for the results of the
controller properties checker to carry over to implemented controllers.

Assumptions

The scheme assumes that the CIF specification has only controllable and uncontrollable events. It
thus assumes that the specification has no kindless event. This includes the absence of any tau
events, either explicitly on edges or implicitly by the absence of event on edges.

Furthermore, the description of the scheme below assumes that the specification has no component
definitions/instantiations. If the specification has them, they must be eliminated using the Eliminate
component definition/instantiation CIF to CIF transformation. By always using this transformation,
we ensure that all tools eliminate them in the same way.

Code parts

From a CIF specification, code can be generated using code generators. It is assumed that the code is
regularly executed, for instance at a fixed or variable time interval. The code execution must be
completed before the same code is executed again. For instance, if PLC code is generated, the main
program would be executed once per PLC cycle.

The code has three parts, that are executed in order:

1. The values of the input variables are read from the environment.
2. Execute transitions:

a. Execute transitions for uncontrollable events in an event loop, to update the state based on
the inputs.

b. Execute transitions for controllable events in an event loop, to compute the control
response, and update the state to reflect it.

3. The output variables are written to the environment.
Event loops
To ensure a consistent transition execution order, each event loop is executed in a specific manner:

* The events are ordered in some way (see event order below).
* For each event, in order, at most one transition is executed per iteration of the loop.
« If the event is enabled, one transition is executed for it. If the event is disabled, it is skipped.

» After each event, regardless of whether it was enabled and a transition was executed for it, the
next event is considered, and so on for all the events of the particular loop.

* Once all events have been considered once, if for any of the events a transition was executed,
then another iteration of the loop is performed.

* The loop is executed as many times as necessary, until no event is enabled anymore. However, a



limit may be set and then the loop is executed as most as many times as the limit indicates. For
instance, the limit may be derived from the result of the bounded response check.

To ensure consistent execution of transitions for events, the edges that participate must be chosen
in a specific manner:

* If the event is a channel, the first enabled sender automaton for that channel participates in the
transition (see automaton order below).

* If the event is a channel, the first enabled receiver automaton for that channel participates in
the transition (see automaton order below).

* For each participating automaton for the event (sender, receiver, monitor or non-monitor
synchronizing automaton), the first enabled edge participates in the transition (see location and
edge orders below).

» For a monitor automaton for the event, if there is no enabled edge in the current location of the

automaton, the automaton is ignored for that transition.

To ensure a consistent transition execution order, various elements of CIF specifications must be
considered one-by-one in a specific order:

» The events of the specification are sorted (see sorting details below).

* The automata of the specification are sorted (see sorting details below).

The location of an automaton must be considered in model order, the order in which they are
defined in the automaton.

* The edges of a location must be considered in the model order, the order in which they are

defined in the location.

Note that the order of the events on an edge, in case an edge has multiple events, does not affect the
transition execution order.

For objects of CIF specification that are sorted, the sorting must be done in a specific manner:

* The absolute non-escaped names of the objects must be sorted.
» Sorting must be based on the ASCII characters of the names.

* The names must primarily be sorted case-insensitively, but in case they are the same, they must
secondarily be sorted case-sensitively.

* The names must be sorted in ascending order, such that for instance button is placed before
motor, and thus button is considered before motor.

* A prefix must be placed before any longer names of which it is a prefix, such that button is
placed before button2.

Runtime errors

The model is assumed not to contain runtime errors, such as division by zero, modulus of zero, or
assigning out of bounds values. Since the checker silently discards any such behavior, the outcome



of the various checks may be incorrect if the model exhibits behavior leading to runtime errors.

When PLC code is generated for models with runtime errors, the properties cannot be guaranteed
as the resulting code may not behave as the CIF specification (see generated code).

One way to get a model without runtime errors is to use supervisor synthesis, since that removes
such behavior from its input. For more information, see the data-based and event-based supervisor
synthesis tools. Alternatively, the CIF explorer may be used to verify that the specification does not
contain runtime errors.
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Bounded response check

The controller properties checker can check a supervisor for having bounded response.

The bounded response property holds if for each execution of the code, the number of iterations of
the event loops to execute for uncontrollable and controllable events are both bounded. This
property ensures that the code that executes the uncontrollable events, as well as the code that
executes the controllable events, always terminate. That is, the system has no loops with only
uncontrollable events, or with only controllable events. In other words, there is no livelock for
uncontrollable events, nor for controllable events.

If bounded response doesn’t hold, additional information is printed to the console:

» The edges that are part of a cycle. Note that there could be multiple cycles, and one edge could
be part of more than one cycle.

» The states that are part of a cycle. Only states at that can be reached at the end of executions of
the corresponding event loop are printed, not states that occur within the event loop during
those executions. Hence, it could be that for some cycles only some of the states are printed.
Note that states could be part of multiple cycles.

Irrelevant variables are left out when states are printed, and therefore each printed cycle state
could actually represent multiple actual cycle states. That is, an irrelevant variable that is left
out can have any value according to its type, and the number of actual cycle states represented
by the printed cycle state is therefore determined by the number of combinations of possible
values for the variables that are left out. For instance, consider a model that has variables a, b
and c of type bool. If a=true is printed, then this printed cycle state represents four actual cycle
states:

1. a=true, b=false, c=false
2. a=true, b=false, c=true

3. a=true, b=true, c=false
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4, a=true, b=true, c=true

Since the number of printed cycle states can be very large, by default only 10 printed cycle
states are printed to the console. The limit on the number of printed cycle states to print can be
changed by configuring the Maximum number of printed cycle states option.

Examples

The check verifies lack of transition loops that consist of only uncontrollable or only controllable
events. For example, the Actuator automaton in the example below has bounded response, because
between transitions for events c_on and c_off, the location of Sensor has to change via an
uncontrollable event. The Sensor automaton does not have bounded response, as the sensor can
keep go on and off forever, without restrictions.

plant Actuator:
controllable c¢_on, c_off;

location Off:
initial;
edge c_on when Sensor.0On goto On;
location On:
edge c_off when Sensor.0ff goto Off;
end

plant Sensor:
uncontrollable u_on, u_off;

location Off:
initial;
edge u_on goto On;
location On:
edge u_off goto Off;
end

The model below also does not have bounded response. Whenever StartButton and StopButton are
both equal to true, the motor keeps starting and stopping.

input bool StartButton, StopButton;

plant Motor:
controllable c¢_on, c_off;

location Off:
initial;
edge c_on when StartButton goto On;
location On:
edge c_off when StopButton goto Off;
end



Implementation details

The computation of bounded response takes into account the execution scheme. Bounded response
for a model is computed as follows:

1. If there are no initial states, the bounds are both trivially zero.

2. Otherwise, we compute the possible start states for the uncontrollable and controllable event
loops.

3. Then we compute for each event loop its bound, using its possible start states as input.

The possible start states that we can be in before the uncontrollable and controllable event loops
are computed as follows:

1. We have three event loops, one for the input variable events (which can change before the
"‘program code' is executed), the uncontrollable events, and the controllable events. We initialize
the states we can be in at the start of the input variables events loop to the initial states of the
system. We initialize the states we can be in at the start of the uncontrollable and controllable
event loops to false.

2. We execute as many rounds as needed to reach a fixed point for the three types of start states,
by in each round executing the 'program code' once:

a. In a round, we first do an event loop for the input variable events, starting from the
currently known possible start states for that loop. This allows input variables to change
value. The result of executing that loop are the new possible states that the uncontrollable
events loop can start in.

b. We then similarly perform an event loop for the uncontrollable events, from its known
possible start states. We then update the start states of the controllable events loop based on
the states we can be in at the end of the uncontrollable events loop.

c. We then similarly perform an event loop for the controllable events, from its known
possible start states. We then update the start states of the input variable events loop based
on the states we can be in at the end of the controllable events loop.

The end states we can be in after executing a single full event loop from given start states, are
computed as follows:

 The algorithm is similar to that of computing the bound (see below), but with a small difference.
Besides tracking which states we can currently be in, at each point of the execution, we also
track the states we can be in at the ends of different iterations. This is required due the
possibility of having cycles in the event sequences of the specification.

If for example in one iteration a variable x is inverted from true to false, and in the next
iteration it is inverted again from false to true, then each iteration ends in different states than
the previous one. We thus can’t determine a fixed point that way.

This is not a problem when computing the bound, as then we know that every state in the cycle
is present, and thus they all go to the next state in the cycle, and we still get a fixed point. But
here, we are computing the loop start states, so we don’t have them yet, and we thus can’t rely
on them yet.



Here, we therefore compute all possible end states of all iterations of the loop, and detect a fixed
point for that. This fixed point will be reached, since we can’t forever reach new end states for
next iterations.

Note that we use the 'all iterations end states' to detect the fixed point, but still we return only
the end states we reached after the last iteration as the result of this computation.

The end states we can be in after after executing a single iteration of an event loop from given start
states, are computed as follows:

* To match the execution scheme, we try each event in the prescribed order, and execute at most
one transition for it per iteration.

* The states in which an event can start, are:
o For the first event: the given start states.
o For all other events: the states in which the previous event could end.

» To take an edge for an event, we consider the states we can be in before taking the edge. We
compute the states in which we can end up by taking the edge. We also consider the states we
can remain in, if the guard of the edge is not enabled. We combine them, to get the states after
possibly taking a transition for the edge. We then continue with the next edge for the same
event, but only from the states in which the previous edges for that same event were not
enabled. The result of possibly applying at most one transition for the event is the combination
of all the possible target states in which we can end up by applying the different edges (for
different source states), and the states in which we may remain because none of the guards of
the edges for the event is enabled.

The bound for an event loop, given the possible start states for that event loop, is computed as
follows:

* We start with all states we can be in before the event loop, to account for execution starting in
any of those states.

* If there are no events, the bounds are trivially zero. Otherwise, the current states are those
states where we can be after applying zero transitions from the start of the execution (bound
Zero).

* We find the bound by in each iteration taking at most one transition for the relevant events. In
each iteration, we thus try to take a transition per event, and we end up with the states we can
be in after that iteration.

« If the specification has bounded response, all sequences are of finite length, and at some point
they end. That is, after enough iterations, given the length of the sequence and the transition
execution order, no more transitions can be executed for the events. If in iteration n no more
transitions can be executed, then the possible states we can be in before and after that iteration
are the same, and we have reached a fixed point. Since no transitions were executed in iteration
n, n - 1 iterations is then enough, and the bound is thus n - 1.

* If the specification does not have bounded response (assuming the execution scheme), then
there is at least one cycle of states. The states within a cycle will with one transition go to the
next state in their cycle. Cycles are thus preserved with each iteration. If all bounded sequences
at some point end, then only the cycles (there could be more of them) remain. Then a fixed



point is reached, but since transitions can still be executed, there is no bounded response.

Confluence

The controller properties checker can check a supervisor for having confluence.

The confluence property holds if for each execution of the controllable events, it does not matter in
which order the controllable events are executed, as the same state is reached regardless. This
property ensures that that the controller can make any choice between controllable events without
losing the guarantees of synthesis. By extension, this means that code generators may generate code
for the controller that executes the controllable events in any order.

This check does not check for confluence of the uncontrollable events. Furthermore, the check may
produce false negatives.

If confluence may not hold, the event pairs for which confluence could not be decided are printed
to the console.

Examples

The check verifies that for every state in the model with several edges enabled at the same time,
any taken edge will lead to the same decision. The Actuator automaton below has two different
edges with controllable events from the same location, but only one of them can be enabled at the
same time since the Sensor automaton cannot be in two locations at the same time. As a result, the
automaton does not need to choose between edges and the model is confluent.

plant Actuator:
controllable events c_a, c_b;
disc bool on = false;

location A:
initial;
edge c_a when Sensor.0On do on := true;
edge c_b when Sensor.0ff do on := false;
end

plant Sensor:
uncontrollable u_on, u_off;

location Off:
initial;
edge u_on goto On;
location On:
edge u_off goto Off;
end

Note that the confluence property can only hold for models with finite response. Only if a controller
determines it control responses in a finite number of steps, does it matter whether the control
response is then always the same.



Implementation details

Confluence is determined by checking that for all edge pairs with different controllable events, one
of the following cases holds:

Mutual exclusiveness

If the edge with the first event is never enabled at the same time as the edge with the second
event, this case applies. Only one of the edges can be taken at any time, there is never a choice
between the edges.

edge a when x = 10 goto ...;

edge b when x = 12 goto ...;

The guard holds for at most one of the edges, and thus it is impossible to pick a 'wrong' edge.
This case also applies if the edges start from different locations in the same automaton.

Update equivalence

The edge with the first event is enabled at the same time as the edge with the second event, but
they both change the system state in the same way.

edge a do x := 5 goto P;

edge b do x := 5 goto P;

As either event has the same effect, it does not matter which edge is taken.

Independence

The edge with the first event leads to a state with an edge with the second event and vice versa.
Both sequences make the same changes.

edge a do x := 5 goto P;

edge b do y := 7 goto Q;
location P:

edge b do y := 7 goto R;
location Q:

edge a do x := 5 goto R;
While first taking the a edge leads to a different state than first taking the b edge, they converge
again after the next edge.

Skippable

The edge with the second event may be taken, but its change is overridden.



6 goto Q;

edge a do x :
edge b do x := 1 goto P;

location P:
edge a do x :

6 goto Q;

The edge with event b temporarily changes x and jumps to a different location, but there an edge
with the a event can be taken and it overwrites all changes made by the b edge.

Reversible

A pair of unrelated events may or may not occur.

location P:
edge a goto Q;

automaton Z:

location A:
edge b when P goto B;

location B:
edge ¢ when Q goto A;

Here the choice between events a and b matters, since taking the edge with event a disables
event b. However, if the edge with event b is taken first, then after event a, a third event c reverts
the change made by the edge with event b. Therefore it does not matter whether events b and c
are taken, since they cancel each other out.

If a match can be found for all pairs, the checker concludes that the confluence property holds.
Otherwise, it indicates that a proof of the confluence property could not be found. As the check is
an over-approximation, there may be false negatives (the property holds but that could not be
proven due to limitations in the checks).

This algorithm is based on [Reijnen et al. (2019)].

False negatives

The confluence check is an over-approximation of edges for controllable event pairs. As a result,
the check might indicate that the specification may not be confluent, while in reality it is confluent.
When the check indicates that there is confluence, this is always correct.

False negatives may be reported in the following situations:

Checked edge pairs may be in the non-reachable part of the state space.

» The system continues to behave in the same way after diverging.

Not all edges of an event pair match with the same case.

* Guard conditions or assigned values have no effect if you take the reachable state space into
account.



By using the CIF explorer before performing the check some of the above causes are eliminated.

Note that besides false negatives, the result of this check may be incorrect for models with runtime
errors.

Finite response check

The controller properties checker can check a supervisor for having finite response.

The finite response property holds if for each execution of the code, the number of transitions to
execute for controllable events is finite. This property ensures that the code that executes the
controllable events always terminates. That is, the system has no loops with only controllable
events. In other words, there is no livelock for controllable events.

This check does not check for finite response of the uncontrollable events. Furthermore, the check
may produce false negatives. Hence, it is recommended to use the bounded response check instead.

If finite response may not hold, the events that might still occur in a controllable-event loop are
printed to the console. This can be disabled using an option.

Examples

The check verifies lack of event loops that consist of only controllable events. For example, the
Actuator automaton in the example below has finite response, because between event c_on and
c_off, the location of Sensor has to change via an uncontrollable event.

plant Actuator:
controllable c¢_on, c_off;

location Off:
initial;
edge c_on when Sensor.0On goto On;
location On:
edge c_off when Sensor.0ff goto Off;
end

plant Sensor:
uncontrollable u_on, u_off;

location Off:
initial;
edge u_on goto On;
location On:
edge u_off goto Off;
end

The model below does not have finite response. Whenever StartButton and StopButton are both
equal to true, the motor keeps starting and stopping.



input bool StartButton, StopButton;

plant Motor:
controllable c¢_on, c_off;

location Off:
initial;
edge c_on when StartButton goto On;
location On:
edge c_off when StopButton goto Off;
end

Implementation details

Finite response for a model is determined as follows:

1. Find controllable-event loops in automata. For this, guards and updates are omitted, also see
false negatives.

2. Find variables that are never updated by controllable events. This includes by definition all
input variables.

3. For all events in a controllable-event loop, determine whether the guards are mutually
exclusive. For this, only the variables found in step 2 are considered. For the guards, all other
edge guards and state/event exclusion conditions are included.

4. If there are events in the alphabet of an automaton, but not in any of its controllable-event
loops, this event is removed from the set of controllable events.

5. If the set of controllable events changed, repeat the process.

6. If the set of controllable events is empty, the model has finite response. Otherwise, it can not be
concluded there is finite response. Note that the check is an over-approximation, and there may
be false negatives.

This algorithm is based on [Reijnen et al. (2019)].

False negatives

The finite response check is an over-approximation of the existence of controllable event-loops. As
a result, the check might indicate that the specification may not have finite response, while in
reality it has finite response. When the check indicates that there is finite response, this is always
correct. The bounded response check does not suffer from false negatives, and is recommended to
be used instead of the finite response check.

False negatives may be reported in the following situations: * Loops exist in the non-reachable part
of the statespace. * Edges contain guards or updates.

While determining loops in the automata, only explicit loops are considered. That is, the algorithm
omits guards and updates of the variables. For that reason, in the example below, c_on and c_off
are two independent loops (instead of c_on, c_off if the guards and update were included).



plant Actuator:
controllable c_on, c_off;
disc bool on = false;

location:
initial;
edge c_on when not on do on := true;
edge c_off when on do on := false;
end

To reduce the number of false negatives, it is advised to use locations instead of variables whenever
possible. False negatives may also be avoided by using the CIF explorer on the input specification
before performing the check.

Note that besides false negatives, the result of this check may be incorrect for models with runtime
errors.

Non-blocking under control check

The controller properties checker can check a supervisor for being non-blocking under control.

The non-blocking under control property holds if a marked state can be reached, with the
transitions for uncontrollable events and controllable events executed separately in code generated
from the supervisor. This property ensures that the code is still non-blocking, and that the non-
blockingness guarantee of synthesis is thus preserved in generated code.

Concretely, the check verifies that for every reachable state, there exists a controllable-complete
path. That is, for every reachable state, there exists a path to a marked state, with no controllable
events enabled in the last/marked state of the path, and all transitions on the path are either for
controllable events, or for uncontrollable ones from states where no controllable events are
enabled.

Examples

Consider the following example model, with a Supervisorla automaton. The non-blocking under
control property holds for this model.

All locations are reachable. From locations Start, Done1 and Done2, controllable event sequences are
possible to marked location BothDone, where no controllable event is possible. There is thus a
marked location at the end of the controllable-event paths consisting of ¢_act1 and c_act2 events. In
location BothDone, u_button_pushed is enabled and no controllable events can be taken. From that
location, u_button_pushed can thus be taken, followed by the controllable events.

Note that event u_button_pushed is monitored, which means the event is also possible in the other
locations. That is ok, since a controllable-complete path must exist, and does for every reachable
state. That other uncontrollable events are enabled in locations where controllable events are taken
on the controllable-event path, does not invalidate the property. The property only puts
requirements on uncontrollable events that are taken as part of a controllable-complete path, as
they may only occur from states where no controllable events are enabled.



supervisor Supervisorla:
controllable c¢_actl1, c_act2;
uncontrollable u_button_pushed;
monitor u_button_pushed;

location Start:
initial;
edge c_act1 goto Donel;
edge c_act2 goto Done2;

location Done1l:
edge c_act2 goto BothDone;

location Done2:
edge c_act1 goto BothDone;

location BothDone:
marked;
edge u_button_pushed goto Start;
end

Now consider a slightly different version of this model, as shown below. Automaton Supervisor1b is
similar to Supervisoria, but has a different marked location. For Supervisorib, the non-blocking
under control property does not hold.

All locations are still reachable. And if c_act1 is done first, before c_act2, the automaton goes
through marked location Donel. But, if instead c_act2 is done first, before c_act1, the automaton
does not go through a marked location. And if every time the choice is made to first do c_act2
before c_act1, then the automaton never goes through a marked location. The automaton is can
thus exhibit blocking behavior, depending on the order in which the events are executed in
generated code.

The non-blocking under control property does not hold here, since in the only marked location
there is a controllable event enabled. The marked location should be at the end of the controllable-
events path, not within it.

supervisor Supervisorilb:
controllable c¢_actl1, c_act2;
uncontrollable u_button_pushed;
monitor u_button_pushed;

location Start:
initial;
edge c_act1 goto Donel;
edge c_act2 goto Done2;

location Donel:
marked;
edge c_act2 goto BothDone;



location Done2:
edge c_act1 goto BothDone;

location BothDone:
edge u_button_pushed goto Start;
end

As another example, consider the Supervisor2a automaton below. This model is a simplified version
of Supervisorla, where c_act1 is always done first, before c_act2. For this model, the non-blocking
under control property also holds.

It still has the marked location at the end of the controllable-event path. Also, the uncontrollable
event u_button_pushed is still possible from that marked location, where no controllable event is
enabled.

supervisor Supervisor2a:
controllable c¢_actl1, c_act2;
uncontrollable u_button_pushed;
monitor u_button_pushed;

location Start:
initial;
edge c_act1 goto Donel;

location Done1l:
edge c_act2 goto BothDone;

location BothDone:
marked;
edge u_button_pushed goto Start;
end

Now consider a slightly different version of this model, as shown below. Compared to Supervisor2a,
automaton Supervisor2b has the additional option to do u_button_pushed between c_act1 and c_act2.
And only by this additional edge, can it reach a marked location. For Supervisor2b, the non-blocking
under control property does not hold.

Still, all locations are reachable. But, if first c_act1 is done, then c_act2, and finally u_button_pusehd,
then it cycles without going through a marked location. A marked location can of course be
reached, by doing u_button_pushed in location Donel. But, in the generated code first all transitions
for uncontrollable events are executed, and then the transitions for controllable events. In Start, no
uncontrollable event is possible. And after doing c_act1 the code will keep doing transitions for
controllable events, opting for c¢_act2 rather than u_button_pushed. Hence, a marked state can never
be reached in the generated code. A marked state can only be reached by doing the uncontrollable
event in between controllable events, which is excluded by the execution model of the generated
code.



A controllable-complete path may only include an uncontrollable event if from its source state no
controllable events are enabled. Uncontrollable event u_button_pushed may thus not be included
from location Donel, as there c_act2 is enabled. The controllable-complete path can thus never
reach the marked location. The non-blocking under control property therefore doesn’t hold in this
model.

supervisor Supervisor2b:
controllable c¢_actl1, c_act2;
uncontrollable u_button_pushed;
monitor u_button_pushed;

location Start:
initial;
edge c_act1 goto Donel;

location Donel:
edge c_act2 goto BothDone;
edge u_button_pushed goto Halt;

location BothDone:
edge u_button_pushed goto Start;

location Halt:
marked;
end

Implementation details

Non-blocking under control for a model is determined as follows:

* Compute predicate gc that indicates in which states a controllable event is enabled in the
system. This is computed by taking the disjunction of the guards of the edges labeled with
controllable events.

* Compute predicate not gc that indicates in which states no controllable events are enabled in
the system. This is computed by taking the inverse of gc.

* Compute the ccp states, the states on controllable-complete paths. This is computed by
performing a backwards reachability computation from marked and not gc states. During this
reachability computation, for each edge labeled with an uncontrollable event, including edges
for allowing input variables to change value, guard and not gc is used instead of its original
guard.

* Compute the bad states, the not-ccp states and states that can reach such states. This is computed
by performing a backwards reachability computation from not ccp states. Unlike in the previous
step, the original guards are used for all edges during this reachability computation.

* The model is non-blocking under control if the initial states are not bad. That is, the model is
non-blocking under control check if (initial and bad) = false holds.

This algorithm is based on [Reijnen et al. (2019)].



4.4. Real-time testing, code generation, and
implementation tools

4.4.1. CIF code generator

The CIF code generator can be used to generate implementation code for various
languages/platforms. The generated code is complete, and can be used as is, without any CIF related
library or runtime.

The remainder of this page explains general information about the tool, that applies to all target
languages/platforms. Specific information is available for each of the target languages/platforms, on
separate pages:

* (89 (if there is no (99 compiler)

* C99

* Java

* JavaScript

» HTML

» Simulink, with an example of controlling a tank

The generated code adheres to the execution scheme defined by the CIF controller properties
checker.

Starting the generator

The generator can be started in the following ways:

* In Eclipse, right click a .cif file in the Project Explorer tab or Package Explorer tab and choose
CIF implementation tools » Generate code for CIF specification....

* In Eclipse, right click an open text editor for a .cif file and choose CIF implementation tools >
Generate code for CIF specification....

» Use the cifcodegen tool in a ToolDef script. See the scripting documentation and tools overview
page for details.

* Use the cifcodegen command line tool.

Options

Besides the general application options, this application has the following options that apply to all
target languages/platforms:



* Input file: The absolute or relative local file system path to the input CIF specification.

* Output directory: The absolute or relative local file system path to the output directory. This is
the directory to which the generated code files will be written. If the directory does not yet exist,
it is automatically created. By default, the current directory is used.

» Target language: Specifies the target language/platform for which to generate code. By default,
HTML is generated. The following languages/platforms are supported:

Target language/platform Command line value
C89 c89

C99 c99

Java java

JavaScript javascript

HTML html

Simulink simulink

The first column indicates the target language/platform, and is linked to a page with more
information for that specific language/platform. The second column indicates the command line
value to use for the option, to select that target language/platform.

* Code prefix: The code prefix, used to prefix file names, identifiers in the code, etc. The prefix
must be a valid CIF identifier, i.e. consist of only letters (a to z, A to Z), numbers (@ to 9), and
underscores (_), and not start with a number. If no prefix is given, the prefix is derived from the
input filename, by removing the .cif file extension (if present), and adapting the result to be a
valid CIF identifier. This is also the default.

Supported specifications

The CIF code generator supports a subset of CIF specifications. The following restrictions apply:

 Specifications without automata are not supported.

* Only events that are declared as controllable or uncontrollable are supported. All other events
are not supported, including the tau event when used explicitly or as an edge without events.

* Initialization predicates in components are not supported, except if it can be determined
statically that they are trivially true.

» State invariants (in components as well as locations) are not supported, except if it can be
determined statically that they are trivially true.

* Discrete variables with multiple initial values (including any) are not supported.

* External user-defined functions are not supported.

» Urgent locations are not supported.

* Initialization predicates in locations that can not be statically evaluated are not supported.

* Automata that do not have exactly one initial location are not supported.



* Urgent edges are not supported.

* Data types other than bool, int (with or without range), real, string, enumerations, tuples, and
arrays, are not supported. This applies to the data types of variables, parameters of functions,
return types of functions, etc.

» Sampling of distributions is not supported.

* The use of the conjunction and disjunction binary operators on anything other than boolean
values is not supported.

» The use of the equality and inequality binary operators on anything other than boolean, integer,
real, string, or enumeration values is not supported.

* The use of the addition binary operators on anything other than numeric or string values is not
supported.

* The use of the subtraction binary operators on anything other than numeric values is not
supported.

» The use of the element test and subset binary operators is not supported.

* Projection on anything other than tuples, arrays, and strings is not supported. This applies to
expressions as well as addressables (the left hand sides of assignments). For arrays, both 0-
based indices (counting from the left) as well as negative indices (counting from the right) are
supported.

* Slicing is not supported.

» Function calls on anything other than standard library functions and internal user-defined
functions is not supported.

* The del, pop, acosh, asinh, atanh, cosh, sinh, and tanh standard library functions are not
supported.

» The empty standard library function on anything other than arrays is not supported.

* The size standard library function on anything other than strings and arrays is not supported.
* The distribution standard library functions are not supported.

* Lists (except for arrays), sets, and dictionaries are not supported.

» The use of functions as values is not supported. That is, functions may only be used in function
calls, and may for instance not be stored in variables, or passed to other functions.

* Print declarations with pre/source state text and post/target state filtering (when) are not
supported.

* Print declarations with post/target state text and pre/source state filtering (when) are not
supported.

* CIF/SVG declarations are supported only for HTML code generation. If the specification connects
to an SVG image, but no CIF/SVG input or output mappings apply to that image, a warning is
printed. For the other target languages, a warning is printed if any CIF/SVG declarations are
encountered, and these declarations are then ignored.

The restrictions on types and expressions do not apply to their use in values of documentation
annotation arguments.



Specific target languages may add additional restrictions. Check their specific information for the
details.

Preprocessing

The following CIF to CIF transformations are applied as preprocessing (in the given order), to
increase the subset of CIF specifications that can be transformed:

Remove CIF/SVG declarations (if the target language is not HTML)

* Remove annotations (all annotations except documentation annotations are removed)

Eliminate component definition/instantiation

* Eliminate state/event exclusion invariants

» Simplify values (no references, optimized)

» Simplify others
After these preprocessing steps, the generator checks whether the specification is supported. It then
applies the following additional CIF to CIF transformations:

* Linearize (merge)

* Eliminate type declarations

 Push print file declarations into print declarations

Push SVG file declarations into other CIF/SVG declarations

* Merge enumerations

Simplify values (no references, optimized)

Add default initial values

Generated code

This section explains the basics behind the generated code, as they apply to all target languages.
The specific pages that explain the code generated for specific target languages provide further
details.

For all languages, the generated code adheres to the execution scheme defined by the CIF controller
properties checker. Note however that CIF specifications with SVG input mappings that map to
events should be avoided if full compliance is desired, and SVG input mappings with updates to
input variables should be used instead.

Code overview

The code first ensures that input variables have a value. The values of the input variables are
obtained from the environment (for all targets except HTML), or initialized to their default values
(for the HTML target, only for the first execution). Then, the initial state is initialized (for the first
execution only), and the values of the continuous variables are updated to account for the amount
of time that has passed (for all but the first execution). Then transitions executed (see below).



Finally, output values may be supplied to the environment.

Code that executes transitions of a CIF model is called event loop code. The generated code for a CIF
specification has multiple event loops. If the target supports SVG input mappings, the first event
loop is for the environment events for SVG input mappings with updates, and for the interactive
SVG input events resulting from SVG input mappings with events. For all targets, what follows is an
event loop for the edges with uncontrollable events, and one for the edges with controllable events.

For further details, see the execution scheme defined by the CIF controller properties checker. Note
that SVG input mappings that map to events are not strictly compatible to the scheme. If strict
adherence is desired, SVG input mappings with updates should be used instead.

Repeated execution

During the execution of the code, variable time from the CIF model is not updated. Execution of the
code takes time. After the code is executed, potentially more time passes. Then, the code can be
executed again. The time (in seconds) between the first execution and the current execution is the
total time that has passed since execution started, and this becomes the new value of variable time.

How often the code is executed, and whether this is done with a fixed cycle time (periodic task
scheduling) or with a variable cycle times (non-periodic tasks) can be influenced by the end user.
The details differ per target language, and can be found on their respective pages.

Event loops

The CIF model is first linearized to eliminate parallel composition. The result is self loop edges with
guards and updates. The main part of the generated code essentially consists of update code that is
conditionally executed. This code is part of the event loops, that execute edges for the various
events (and SVG input mappings, if the target is HTML and the model contains SVG input
mappings). Each event loop repeatedly executes its enabled edges, until no more edges are enabled.
Once no more edges are enabled, an event loop terminates. The order in which the code is
generated for the different edges (in the event loops), is done in such a way that it matches the
execution scheme defined by the CIF controller properties checker.

Termination

If in the CIF model always at least one event is enabled, the generated code will run forever, and
will never terminate. Time will not pass. Code generation should be avoided for such models. It is
the responsibility of the modeler to ensure this is taken into account. A bounded response check
can be done to ensure the CIF specification does not have infinite sequences of enabled events.

Predictability of execution time

If during an iteration of an event loop none of its edges is enabled, the loop terminates. If at least
one of its edges is enabled, the event loop is executed again.

This approach generally does not result in predictable execution times of the program body. That is,
if a certain edge keeps being enabled, its loop is executed over and over again. In that case, the
execution time of the body may exceed the fixed cycle time, and the controller is no longer
guaranteed to work correctly.



Even if a loop is only executed a finite number of times, the execution time of the body may exceed
the fixed cycle time. One may consider monitoring the execution times to detect such issues. All
implementations provide a way to obtain execution time statistics. The details differ per target
language, and can be found on their respective pages.

Optional execution feedback

Several implementations provide additional information during execution, such as which events
have been executed, timing information, and what new print output has been generated. Such
information can generally be enabled and disabled in the implementations. The details differ per
target language, and can be found on their respective pages.

Correct handling of I/O

The generated code cannot guarantee its correct behavior if the inputs from the external I/O change
more rapidly than the generated code is executed. That is, if an input changes during a single
execution of the code, the change is not noticed until the next execution. If an input changes during
an execution and changes back during that same execution, the change is not noticed at all.
Therefore, executing the code often enough per second, is essential. In other words, choosing an
appropriate cycle time is essential for the correct functioning of the generated code.

Accuracy over time

The generated C89, C99, Java, JavaScript and HTML code maintains the running time in seconds.
Due to the finite representation of numeric values, this results in numeric overflow after execution
for a long time. Running the code continuously for longer than 100 years should be avoided.

The continuous variables from the CIF specification in the generated code are updated each
execution using the Euler method for integration. That is, each execution the time that has elapsed
since the previous execution is multiplied by the derivative of the continuous variable in the state
of the previous execution. This value is added to the value of the continuous variable. Essentially, a
linear approximation of the derivative is used, calculated using the state of the previous execution.

The Euler method can be numerically unstable, it can suffer from rounding errors due to the use
finite binary representations of real values, and has some other issues as well. The effects are likely
to be limited if linear continuous variable (continuous variables with constant derivatives) are
used. Especially clocks (derivative +1 or -1) generally don’t suffer too much from these issues.
However, even clocks may suffer from loss of accuracy over time. As such, clocks should not be
used to measure over long periods of time. Instead they should be reset, rendering the past loss of
accuracy irrelevant for any future measurements.

Enumerations

One of the preprocessing transformatio